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Abstract

CUBIC is an extension to the current TCP standards. The protocol
differs fromthe current TCP standards only in the congesti on w ndow
adj ustment function in the sender side. |In particular, it uses a
cubic function instead of a |linear w ndow i ncrease function of the
current TCP standards to inprove scalability and stability under fast
and |l ong di stance networks. CUBIC and its predecessor al gorithm have
been adopted as default by Linux and have been used for many years.
Thi s docunent provides a specification of CUBIC to enable third party
i npl enentation and to solicit the community feedback through
experinentati on on the performnce of CUBIC

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mum of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 18, 2018.
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1. I nt roducti on

The low utilization problemof TCP in fast |ong-distance networks is
wel | docunmented in [KO3][ RFC3649]. This problemarises froma sl ow
i ncrease of congestion wi ndow follow ng a congestion event in a
network with a | arge bandwi dth delay product (BDP). Qur experience
[ HKLRX06] indicates that this problemis frequently observed even in
t he range of congestion w ndow sizes over several hundreds of packets
(each packet is sized around 1000 bytes) especially under a network
path with over 100ns round-trip times (RTTs). This problemis
equal ly applicable to all Reno style TCP standards and their

vari ants, including TCP-RENO [ RFC5681], TCP- NewReno

[ RFC6582] [ RFC6675], SCTP [ RFC4960], TFRC [ RFC5348] that use the sane
[ inear increase function for wi ndow growth, which we refer to
collectively as Standard TCP bel ow.

CUBIC [HRX08] is a nodification to the congestion control nechani sm
of Standard TCP, in particular, to the w ndow i ncrease function of
Standard TCP senders, to renedy this problem Specifically, it uses
a cubic function instead of a |linear w ndow i ncrease function of the
Standrad TCP to inprove scalability and stability under fast and | ong
di st ance networ ks.

BI C-TCP, a predecessor of CUBIC, has been selected as default TCP
congestion control algorithmby Linux in the year 2005 and been used
for several years by the Internet community at large. CUBIC uses a
simlar wi ndow growmh function as BIC-TCP and is designed to be |ess
aggressive and fairer to TCP in bandw dth usage than BI G TCP whil e
mai ntai ning the strengths of BIC TCP such as stability, w ndow
scalability and RTT fairness. CUBIC has already been depl oyed

gl obally by Linux. Through extensive testing in various Internet
scenarios, we believe that CUBIC is safe for testing and depl oynent
in the global Internet.

In the ensuing sections, we first brefly explain the design principle
of CUBIC, then provide the exact specification of CUBIC, and finally
di scuss the safety features of CUBIC foll ow ng the guidelines
specified in [ RFC5033].

2. Conventi ons
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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3.

Design principle of CUBIC

CUBI C [ HRX08] uses a cubic wi ndow i ncrease function in terns of the
el apsed tine fromthe | ast congestion event. Wile nost alternative
algorithns to Standard TCP uses a convex increase function where
during congestion avoi dance the wi ndow i ncrement is al ways

i ncreasing, CUBIC uses both the concave and convex profiles of a
cubic function for w ndow i ncrease. After a w ndow reduction
following a | oss event detected by duplicate ACKs, it registers the
wi ndow si ze where it got the |oss event as Wnax and perforns a

mul tiplicative decrease of congestion wi ndow and the regul ar fast
recovery and retransmt of Standard TCP. After it enters into
congestion avoi dance fromfast recovery, it starts to increase the

wi ndow usi ng the concave profile of the cubic function. The cubic
function is set to have its plateau at Wnax so the concave growth
continues until the w ndow size becones Wnax. After that, the cubic
function turns into a convex profile and the convex w ndow growt h
begins. This style of w ndow adjustnent (concave and then convex)

i mproves protocol and network stability while maintaining high
network utilization [CEHRX07]. This is because the w ndow size

remai ns al nost constant, formng a plateau around W nmax where network
utilization is deened hi ghest and under steady state, nobst w ndow
size sanples of CUBIC are close to Wnmax, thus pronoting high network
utilization and protocol stability. Note that protocols with convex
i ncrease functions have the maxi numincrenents around W nmax and

i ntroduces a | arge nunber of packet bursts around the saturation

poi nt of the network, |ikely causing frequent global |oss

synchroni zati ons.

Anot her notable feature of CUBICis that its window increase rate is
nostly independent of RTT, and follows a (cubic) function of the

el apsed tinme fromthe beginning of congestion avoidance. This
feature pronotes per-flow fairness to Standard TCP as well as RTT-
fairness. Note that Standard TCP perfornms well under short RTT and
smal | bandwi dth (or small BDP) networks. Only in a large long RTT
and | arge bandwi dth (or |large BDP) networks, it has the scalability
problem An alternative protocol to Standard TCP designed to be
friendly to Standard TCP at a per-flow basis nust operate to increase
its window nuch | ess aggressively in small BDP networks than in |arge
BDP networks. In CUBIC, its window growh rate is slowest around the
inflection point of the cubic function and this function does not
depend on RTT. In a snaller BDP network where Standard TCP flows are
wor ki ng well, the absol ute anpbunt of the w ndow decrease at a | oss
event is always smaller because of the nultiplicative decrease.
Therefore, in CUBIC, the starting wi ndow size after a | oss event from
whi ch the wi ndow starts to increase, is smaller in a smaller BDP
network, thus falling nearer to the plateau of the cubic function
where the gromh rate is slowest. By setting appropriate val ues of
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the cubic function paraneters, CUBIC sets its growmh rate al ways no
faster than Standard TCP around its inflection point. Wen the cubic
function grows slower than the w ndow of Standard TCP, CUBIC sinply
foll ows the wi ndow size of Standard TCP to ensure fairness to
Standard TCP in a snall BDP network. W call this region where CUBIC
behaves |i ke Standard TCP, the TCP-friendly region.

CUBI C mai ntains the same wi ndow grow h rate i ndependent of RTTs
outside of the TCP-friendly region, and flows with different RTTs
have the sim |l ar w ndow sizes under steady state when they operate
outside the TCP-friendly region. This ensures CUBIC flows with
different RTTs to have their bandw dth shares (approxi mately, w ndow
RTT) linearly proportional to the inverse of their RIT ratio (the

| onger RTT, the smaller the share). This behavior is the sane as
that of Standard TCP under high statistical nultiplexing environnments
where packet | osses are independent of individual flow rates.

However, under |ow statistical mnultiplexing environnents, the

bandw dth share ratio of Standard TCP flows with different RTTs is
squarely proportional to the inverse of their RTT ratio [ XHRO4].
CUBI C al ways ensures the |linear ratio i ndependent of the |levels of
statistical nmultiplexing. This is an inprovenent over Standard TCP.
Wiile there is no consensus on a particular bandwi dth share rati os of
different RTT flows, we believe that under wired Internet, use of the
i near share notion seens nore reasonabl e than equal share or a

hi gher order shares. HICP [LS08] currently uses the equal share.

CUBI C sets the nmultiplicative wi ndow decrease factor to 0.7 while
Standard TCP uses 0.5. While this inproves the scalability of the
protocol, a side effect of this decision is slower convergence
especially under low statistical multiplexing environnments. This
design choice is follow ng the observation that the author of HSTCP
[ RFC3649] has made along with other researchers (e.g., [GV02]): the
current Internet becones nore asynchronous with | ess frequent | oss
synchroni zations with high statistical multiplexing. Under this
environnent, even strict Miultiplicative-Increase Miultiplicative-
Decrease (M MD) can converge. CUBIC flows wth the same RTT al ways
converge to the sane share of bandw dth i ndependent of statistical
mul ti pl exi ng, thus achieving intra-protocol fairness. W also find
that under the environments with sufficient statistical mnultiplexing,
t he convergence speed of CUBIC flows is reasonable.

4. CUBI C Congestion Contr ol

The unit of all wi ndow sizes in this docunent is segnents of the
maxi mum segnent size (MSS), and the unit of all times is seconds.
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4.1. Wndow growt h function

CUBI C mai ntai ns the acknow edgnent (ACK) cl ocking of Standard TCP by
i ncreasi ng congestion window only at the reception of ACK  The

prot ocol does not nake any change to the fast recovery and retransmt
of TCP, such as TCP- NewReno [ RFC6582] [RFC6675]. During congestion
avoi dance after fast recovery, CUBIC changes the w ndow update

al gorithm of Standard TCP. Suppose that Wnmax is the w ndow si ze
before the window is reduced in the last fast retransmt and
recovery.

The wi ndow growt h function of CUBIC uses the follow ng function:
Wcubic(t) = C(t-K)*3 + Wmax (Eq. 1)

where Cis a constant fixed to determ ne the aggressiveness of w ndow
gromh in high BDP networks, t is the elapsed tinme fromthe |ast

w ndow reduction that is nmeasured right after the fast recovery in
response to duplicate ACKs or after the congestion w ndow reduction
in response to ECN-Echo ACKs, and Kis the tinme period that the above
function takes to increase the current wi ndow size to Wnax if there
is no further loss event and is cal culated by using the foll ow ng
equat i on:

K = cubi c_root (Wmax*(1-beta_cubic)/C) (Eq. 2)

where beta cubic is the CUBIC nultiplication decrease factor, that
is, when a packet |oss detected by duplicate ACKs or a network
congestion detected by ECN-Echo ACKs occurs, CUBIC reduces its
current wi ndow cwnd to Wcubi c(0)=W nmax*beta cubic. W discuss how
we set beta cubic in Section 4.5 and how we set Cin Section 5.

Upon receiving an ACK during congestion avoi dance, CUBIC conputes the
wi ndow grow h rate during the next RTT period using Eq. 1. It sets
Wcubi c(t+RTT) as the candi date target val ue of congesti on w ndow,
where RTT is the weithed average RTT cal cul ated by the standard TCP.

Dependi ng on the value of the current w ndow size cwnd, CUBIC runs in
three different nodes. First, if cwnd is |less than the w ndow size
that Standard TCP would reach at tinme t after the |last |oss event,
then CUBICis in the TCP friendly region (we describe bel ow how to
determ ne this w ndow size of Standard TCP in termof tine t).

O herwise, if cwnd is less than Wnax, then CUBIC is the concave
region, and if cwnd is larger than Wnmax, CUBICis in the convex
region. Below, we describe the exact actions taken by CUBIC in each
regi on.
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4.2. TCP-friendly region

Standard TCP perfornms well in certain types of networks, for exanple,
under short RTT and small bandwi dth (or small BDP) networks. In

t hese networks, we use the TCP-friendly region to ensure that CUBIC
achi eves at |east the sanme throughput as the standard TCP.

When receiving an ACK in congestion avoi dance, we first check whet her
the protocol is in the TCP region or not. This is done by estinmating
the average rate of the Standard TCP using a sinple analysis
described in [FHPOO]. It considers the Standard TCP as a speci al
case of an Additive Increase and Miultiplicative Decrease al gorithm
(AIMD), which has an additive factor al pha_aind and a nultiplicative
factor beta_aind with the follow ng function:

AVG Waind = [ alpha_aind * (1+beta_aind) /
(2*(1-beta aind)*p) ]70.5 (Eq. 3)

By the sane analysis, the average w ndow size of Standard TCP is
(1.5/p)"0.5, as the Standard TCP is a special case of AIMD with

al pha_ai md=1 and beta_ai nd=0.5. Thus, for Eq. 3 to be the sane as
that of Standard TCP, al pha_ai nd nust be equal to
3*(1-beta_aind)/(1l+beta aind). As AIMD increases its w ndow by

al pha_ai nd per RTT, we can get the w ndow size of AIMDin terns of
the elapsed tinme t as foll ows:

Waind(t) = Wmax*beta_aind +
[3*(1-beta_ainmd)/(1+beta_ainmd)] * (t/RTT) (Eq. 4)

If Wcubic(t) is less than Waind(t) (it does not matter whether cwnd
is greater than or less than Wnax), then the protocol is in the TCP
friendly region and cwnd SHOULD be set to Waind(t) at each reception
of ACK

4. 3. Concave region

When receiving an ACK in congestion avoi dance, if the protocol is not
in the TCP-friendly region and cwnd is |ess than Wnmax, then the
protocol is in the concave region. |In this region, cwnd MJST be

i ncrenmented by (Wcubic(t+RTT) - cwnd)/cwnd for each received ACK
where Wcubic(t+RTT) is calculated using Eq. 1.

4.4. Convex region
When the current window size of CUBIC is larger than Wnax, it passes
the plateau of the cubic function after which CUBIC fol |l ows the

convex profile of the cubic function. Since cwnd is |arger than the
previ ous saturation point Wnmax, this indicates that the network
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condi tions m ght have been perturbed since the | ast |oss event,

possi bly inplying nore avail abl e bandwi dth after sone fl ow
departures. Since the Internet is highly asynchronous, sone anobunt
of perturbation is always possible w thout causing a nmajor change in
avai | abl e bandwidth. In this phase, CUBIC is being very careful by
very slowy increasing its w ndow size. The convex profile ensures
t hat the wi ndow i ncreases very slowy at the beginning and gradually
increases its growh rate. W also call this phase as the maxi num
probi ng phase since CUBIC is searching for a new Wnmax. In this
regi on, cwnd MJST be increnmented by (Wcubic(t+RTT) - cwnd)/cwnd for
each received ACK, where Wcubic(t+RTT) is cal culated using Eq. 1.

4.5. Miltiplicative decrease

When a packet | oss detected by duplicate ACKs or a network congestion
detected by ECN-Echo ACKs occurs, CUBIC updates its Wnmax, cwnd, and
ssthresh (slow start threshold) as follows. Paraneter beta cubic
SHOULD be set to O.7.

W max = cwnd; /'l save w ndow size before reduction
ssthresh = cwnd * beta cubic; // new slow start threshold
cwnd = cwnd * beta_cubi c; /'l wi ndow reduction

A side effect of setting beta cubic to a bigger value than 0.5 is

sl ower convergence. W believe that while a nore adaptive setting of
beta_cubic could result in faster convergence, it wll make the

anal ysis of the protocol nuch harder. This adaptive adjustnent of
beta cubic is an itemfor the next version of CUBIC

4.6. Fast convergence

To i nprove the convergence speed of CUBIC, we add a heuristic in the
protocol. Wen a new flow joins the network, existing flows in the
network need to give up their bandwi dth shares to allow the fl ow sone
roomfor growh if the existing fl ows have been using all the

bandwi dth of the network. To increase this release of bandw dth by
existing flows, the follow ng nmechani smcalled fast convergence
SHOULD be i npl enent ed.

Wth fast convergence, when a | oss event occurs, before a w ndow

reduction of congestion wi ndow, a flow renenbers the |ast val ue of
W max before it updates Wnmax for the current |oss event. Let us
call the last value of Wnmax to be WI ast_nax.
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if (Wmax < Wlast_max){ // should we nake room for others

Wl ast _max = W nax; /1l remenber the |ast W nmax

Wmax = Wmax* (1. 0+beta_cubic)/2.0; // further reduce W max
} else {

Wl ast _max = W nmax [l remenber the |ast W nax

}

At a loss event, if the current value of Wnmax is | ess than

Wl ast _max, this indicates that the saturation point experienced by
this flowis getting reduced because of the change in avail able
bandwi dth. Then we allow this flow to rel ease nore bandw dth by
reducing Wmax further. This action effectively |lengthens the tine
for this flowto increase its w ndow because the reduced Wnax forces
the flow to have the plateau earlier. This allows nore tinme for the
new flow to catch up its w ndow size

The fast convergence is designed for network environnents wth
multiple CUBIC flows. In network environnments with only a single
CuBI C fl ow and wi thout any other traffic, the fast convergence SHOULD
be di sabl ed.

4.7. Timeout

In case of tineout, CUBIC follows the standard TCP to reduce cwnd,
but sets ssthresh using beta cubic (sane as in Section 4.5).

4.8. Slowstart

CuUBI C MUST enploy a slow start algorithm when the cwnd is no nore
than ssthresh. Anong the slow start al gorithns, CUBIC MAY choose the
standard TCP sl ow start[ RFC5681] in general networks, or the limted
slow start [RFC3742] or hybrid slow start [HRO8] for high-bandw dth
and | ong-di stance networks.

5. Di scussi on

In this section, we further discuss the safety features of CUBIC
following the guidelines specified in [ RFC5033].

Wth a determnistic | oss nodel where the nunber of packets between
two successive |lost events is always 1/p, CUBIC al ways operates wth
t he concave wi ndow profile which greatly sinplifies the performance
anal ysis of CUBIC. The average w ndow size of CUBIC can be obtai ned
by the foll ow ng function:

AVG Wcubic = [C*(3+beta_cubic)/(4*(1-beta _cubic))]”0.25 *
(RTT~0.75) / (p"0.75) (Eg. 5)
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Wth beta cubic set to 0.7, the above fornmula is reduced to:
AVG Wcubic = (C*3.7/1.2)70.25 * (RTT*0.75) / (p"0.75) (Egq. 6)

W will determne the value of Cin the foll ow ng subsection using
Eq. 6.

5.1. Fai rness to standard TCP

In environnents where standard TCP is able to make reasonabl e use of
t he avail abl e bandwi dth, CUBI C does not significantly change this
st at e.

Standard TCP perfornms well in the following two types of networks:
1. networks with a small bandw dt h-del ay product (BDP)
2. networks with a short RTT, but not necessarily a small BDP

CUBIC is designed to behave very simlarly to standard TCP in the
above two types of networks. The following two tables show the

aver age wi ndow si ze of standard TCP, HSTCP, and CUBIC. The average

w ndow si ze of standard TCP and HSTCP is from [ RFC3649]. The average
wi ndow size of CUBICis calculated by using Eq. 6 and CUBI C TCP
friendly node for three different values of C

Fomm e Fommm e - Fom e o Fom e o Fomm e +
| Loss | TCP | HSTCP | CUBI C | CUBI C | CUBI C |
| Rate P | | | (C=0.04) | (C=0.4) | (C=4) |
S R e oo g e - +
| 107-2 | 12 | 12 | 12 | 12 | 12
| 107-3 | 38 | 38 | 38 | 38 | 59
| 10%-4 | 120 | 263 | 120 | 187 | 333
| 10n-5 | 379 | 1795 | 593 | 1054 | 1874
| 10%-6 | 1200 | 12279 | 3332 | 5926 | 10538
| 10n-7 | 3795 | 83981 | 18740 | 33325 | 59261
| 107-8 | 12000 | 574356 | 105383 | 187400 | 333250
N Fomm oo Fomm oo g g oo +

Response function of standard TCP, HSTCP, and CUBIC in networks with
RTT = 0.1 seconds. The average w ndow size is in MSS-sized segnents.

Table 1
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S N R R N R R +
| Loss | Aver age | Aver age | CuBI C | CuBI C | CuBI C

| Rate P | TCP W | HSTCP W | (C=0.04) | (C=0.4) | (C=4) |
- o e e e o - o e e e o - Fom e e o o e e e o - R +
| 107-2 | 12 | 12 | 12 | 12 | 12

| 10"-3 | 38 | 38 | 38 | 38 | 38

| 107-4 | 120 | 263 | 120 | 120 | 120

| 10"-5 | 379 | 1795 | 379 | 379 | 379 |
| 10"-6 | 1200 | 12279 | 1200 | 1200 | 1874 |
| 107-7 | 3795 | 83981 | 3795 | 5926 | 10538 |
| 10"-8 | 12000 | 574356 | 18740 | 33325 | 59261 |
S R TR TR S TR S +

Response function of standard TCP, HSTCP, and CUBIC in networks with
RTT = 0.01 seconds. The average wi ndow size is in MS-sized
segnents.

Tabl e 2

Both tables show that CUBIC with any of these three C values is nore
friendly to TCP than HSTCP, especially in networks with a short RTT

where TCP perfornms reasonably well. For exanple, in a network with
RTT = 0.01 seconds and p=10"-6, TCP has an average w ndow of 1200
packets. If the packet size is 1500 bytes, then TCP can achi eve an

average rate of 1.44 CGops. In this case, CUBIC with C=0.04 or C=0.4
achi eves exactly the sane rate as Standard TCP, whereas HSTCP is
about ten tines nore aggressive than Standard TCP.

We can see that C determ nes the aggressiveness of CUBIC in conpeting
with other protocols for the bandwidth. CUBICis nore friendly to
the Standard TCP, if the value of Cis lower. However, we do not
recommend to set Cto a very low value like 0.04, since CUBICwith a
| ow C cannot efficiently use the bandwidth in | ong RTT and high
bandw dt h networks. Based on these observations and our experinents,
we find C=0.4 gives a good bal ance between TCP-friendliness and

aggr essi veness of w ndow growth. Therefore, C SHOULD be set to 0.4.
Wth Cset to 0.4, Eq. 6 is reduced to:

AVG W cubic = 1.054 * (RTTA0.75) / (p”0.75) (Eq. 7)

Eq. 7 is then used in the next subsection to show the scalability of
CuBI C

5.2. Using Spare Capacity

CUBI C uses a nore aggressive wi ndow grow h function than Standard TCP
under long RTT and hi gh bandw dt h networks.
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The follow ng table shows that to achi eve 10Gops rate, standard TCP
requires a packet loss rate of 2.0e-10, while CUBIC requires a packet
| oss rate of 2.9e-8.

e R R R Hommm s Hommm s eI +
| Throughput (Mops) | Average W| TCP P | HSTCP P | CUBIC P |
e T T R LT e e e +
| 1| 8.3 | 2.0e-2 | 2.0e-2 | 2.0e-2 |
| 10 | 83.3 | 2.0e-4 | 3.9e-4 | 2.9e-4

| 100 | 833.3 | 2.0e-6 | 2.5e-5 | 1.4e-5 |
| 1000 | 8333.3 | 2.0e-8 | 1.5e-6 | 6.3e-7 |
| 10000 | 83333.3 | 2.0e-10 | 1.0e-7 | 2.9e-8 |
e T R LR e e e +

Requi red packet loss rate for Standard TCP, HSTCP, and CUBIC to
achieve a certain throughput. W use 1500-byte packets and an RTT of
0.1 seconds.

Table 3

Qur test results in [HKLRX06] indicate that CUBIC uses the spare
bandwi dth |l eft unused by existing Standard TCP flows in the sane
bottl eneck Iink without taking away nmuch bandw dth from the existing
flows.

5. 3. Difficult Environnents

CUBIC is designed to renedy the poor performance of TCP in fast |ong-
di st ance networ ks.

5.4. Investigating a Range of Environnents

CUBI C has been extensively studied by using both NS-2 sinulation and
t est - bed experinments covering a wi de range of network environnments.
More information can be found in [ HKLRX06] .

Sanme as Standard TCP, CUBIC is a | oss-based congestion control

al gorithm Because CUBIC is designed to be nore aggressive (due to
faster wi ndow growth function and bigger nultiplicative decrease
factor) than Standard TCP in fast and | ong di stance networks, it can
fill large drop-tail buffers nore quickly than Standard TCP and
increase the risk of a standi ng queue[ KWAF16]. In this case, proper
gueue si zing and managenent [RFC7567] could be used to reduce the
packet queuei ng del ay.
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5.5. Protection agai nst Congestion Coll apse
Wth regard to the potential of causing congestion collapse, CUBIC
behaves |i ke standard TCP since CUBIC nodifies only the w ndow
adj ustnent algorithmof TCP. Thus, it does not nodify the ACK
cl ocki ng and Ti meout behavi ors of Standard TCP.

5.6. Fairness within the Alternative Congestion Control Al gorithm
CUBI C ensures convergence of conpeting CUBIC flows with the same RTT
in the sane bottleneck links to an equal bandw dth share. Wen
conpeting flows have different RTTs, their bandw dth shares are
linearly proportional to the inverse of their RTT ratios. This is
true i ndependent of the level of statistical nmultiplexing in the
i nk.

5.7. Performance wth M sbehavi ng Nodes and Qutside Attackers
This is not considered in the current CUBIC

5.8. Behavior for Application-Limted Fl ows
CUBI C does not raise its congestion wndow size if the flowis
currently limted by the application instead of the congestion
wi ndow. |In case of |ong periods when cwnd is not updated due to the
application rate limt, such as idle periods, t in Eq. 1 MJST NOT
i ncl ude these periods; otherw se, Wcubic(t) mght be very high after
restarting fromthese periods.

5.9. Responses to Sudden or Transient Events

In case that there is a sudden congestion, a routing change, or a
nmobility event, CUBIC behaves the sane as Standard TCP.

5.10. Increnental Depl oynent

CUBI C requires only the change of TCP senders, and does not require
any assistant of routers.

6. Security Considerations
Thi s proposal makes no changes to the underlying security of TCP.
7. |1 ANA Consi derations

There are no | ANA consi derations regarding this docunent.
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