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Status of this Meno

This document is an Internet-Draft and is in full conformance with
all provisions of Section 10 of RFC2026.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF), its areas, and its working groups. Note that

ot her groups may al so distribute working docunents as |nternet-
Drafts. Internet-Drafts are draft docunents valid for a maxi num of
six nonths and may be updated, replaced, or obsol eted by other
docunents at any tine. It is inappropriate to use Internet-Drafts as
reference material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1lid-abstracts.txt

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htm .

This docunent is available in both .txt and .pdf formats.

Abstr act

Thi s docunent is intended to conplenent the Diffserv-aware MPLS TE
Requi rement s docunent by giving a functional specification for the
Maxi mum Al | ocati on bandw dth constraint nodel. W also provide a
performance conparison of the Maxi num Al l ocati on and the Russi an
Dolls nodels to provide guidance to user inplenentation of the
nodel s in their networks.

Conventions used in this docunent
The key words "MJST", "MJST NOI", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in
this docunent are to be interpreted as described in RFC 2119.
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ntroductl! on

Work I's currently ongoling In the fraffic Engl neeri ng Wr ki ng & oup

O provide the capability 1or Difiserv-aware VPLS traftic

engl neering (DS-TE) |1, 2]. A nmmor iftemis the specificatlon of

andw dth constralnts nodels Tor use wth D> TE. Thrs docunent 1S

Intended to conplenent the Requirenments docunent [I] by describing
the inplications of sonme of the criteria for selecting a nodel for
use in a network inplenentation. Related docunents in this area
include [3, 4, 5, 6].

The follow ng selection criteria are currently listed in the
Requi rements docunentf]

(1) addresses the scenarios in Section 2 (of [1])

(2) works well under both normal and overl oad conditions

(3) applies equally when preenption is either enabled or disabled
(4) ninin[}eE]sF?n ing | oad processing requirements

(5) maxi mzes efificient use of the network

(6) mnimzes inplenentation and depl oynent conplexity

Al so, two bandwi dth constraints nodels are described in the
Requi rement s docunent :

(1) Maxinmum All ocation nodel (MAM - the maxi mum al | owabl e bandw dt h
usage of each class is being explicitly specified

(2) Russian Dolls nodel (RDM - specification of maxi mum al | owabl e
usage i s being done cunul atively by grouping successive priority

cl asses

The use of any given bandw dth constrai nts nodel has significant

i npacts on the performance of a network, as to be explained |ater.
Therefore, the criteria used to select a nodel nmust enable us to
eval uate how a particul ar nodel delivers its performance, relative
to other nodels. This version of the present docunent deals with
criteria (2), (3), and (5). Criteria (4) and (6) are to be included
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in the next version. Criterion (1) relates mainly to the
Requi renments docunment and will not be further discussed.

Definiti ons of Bandwi dth Constrai nts Mdel s

The Requi renents docunent defines the concepts of C ass Type and
Reserved Bandw dth as fol | ows.

Cl ass-Type (CT) is the set of Traffic Trunks crossing a link that is
governed by a specific set of Bandwi dth constraints. CT is used for
t he purposes of |ink bandw dth allocation, constraint based routing

and adm ssion control. A given Traffic Trunk belongs to the sanme CT
on all Iinks.

Up to 8 CTs (MaxCT = 8) are supported. They are referred to as CTc,
0 <= ¢ <= MaxCT-1 = 7.

Each CT is assigned either a Bandw dth Constraint, or a set of
Bandwi dth Constraints. Up to 8 Bandw dth Constraints (MaxBC = 8)
are supported and they are referred to as BCh, 0 <= b <= MaxBC-1 =
7.

For a given C ass-Type CTc, its Reserved Bandw dth "Reserved(CTc)"
is defined as the sum of the bandwi dth reserved by all established
| abel switched paths (LSPs) which belong to CTc.

The Requi renents docunent al so describes the concept of overbooking.
Thi s aspect has significant inpact on perfornmance and will be
further discussed in |later sections of this docunent.

.0 Functional Specification of Maxi mum Al |l ocation Mdel (MAM

MMM is defined in [1] as a nodel with one separate Bandw dth
Constraint per CT:
- MaxBC = MaxCT = 8
- for each value of b in the range 0 <= b <= (MaxCT - 1):
Reserved (CTb) <= BCb

For illustration purposes, on a link of 100 units of bandw dth where

three CTs are used with no overbooking, a network adm ni strator

m ght configure BCO[F 30, BCl = 50, and BC2 = 20 such that:

- Al LSPs supporting Traffic Trunks from CTO use no nore than 30
(e.g. Voice <= 30)

- Al LSPs supporting Traffic Trunks from CT1 use no nore than 50
(e.g. Prem um Data <= 50)

- Al LSPs supporting Traffic Trunks from CT2 use no nore than 20
(e.g. Best Effort <= 20)

ANNEX A — Performance Conparisons of MAM bandw dt h constrai nt nodel &
Russi an Dol | s bandw dt h constrai nt nodel

Lai
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In this annex we define the Russian Dolls bandw dth constrai nt nodel
and provide a performance conparison to MMM This will provide
gui dance to user inplenentation of the nodels in their networks.

A. 1 Russian Dolls Mdel (RDW

RDMis defined in [1] as foll ows:
- MaxBC = MaxCT = 8
- for each value of b in the range 0 <= b <= (MaxCT - 1):
SUM (Reserved (CTc)) <= BCh,
for all "c" in the range b <= c¢ <= (MaxCT - 1)

For illustration purposes, on a link of 100 units of bandw dth where

three CTs are used with no overbooking, a network adm ni strator

m ght configure BCO[F 100, BC1 = 80, BC2 = 60 such that:

- Al LSPs supporting Traffic Trunks from CT2 use no nore than 60
(e.g. Voice <= 60)

- Al LSPs supporting Traffic Trunks from CT1 or CT2 use no nore
than 80 (e.g. Voice + Prem um Data <= 80)

- Al LSPs supporting Traffic Trunks from CTO or CT1 or CT2 use no
nore than 100 (e.g. Voice + Premium Data + Best Effort <= 100).

A.2 O her Bandwi dth Constraints Mdel s

Currently, the Maxi mum Al l ocation with Reservation nodel [6] is
under consideration for use as an anot her candi date bandw dth
constraint nodel. However, this nodel is not further discussed
here.

A. 3. Performance Under Nornmal Load

To understand the inplications of using criteria (2), (3),[pnd (5)
to select a bandw dth constraint nodel, we first present sone
nunerical results of our analysis [7]. This is to gain sone insight
to facilitate the discussion of the issues that can ari se.

To sinplify our presentation, we use the informal nanme "cl ass of
traffic" for O ass-Type and assune that (1) there are only three

cl asses of traffic, and (2) all LSPs, regardless of class, require

t he sane anount of bandw dth. Furthernore, the focus is on the
bandw dt h usage of an individual Iink with a given capacity; routing
aspects of LSP setup are not considE]ed.

Let the three classes of traffic be denoted as class 1 (highest
priority), class 2, and class 3 (lowest priority). Preenption is
enabl ed so that, when necessary, class 1 can preenpt class 3 or
class 2 (in that order), and class 2 can preenpt class 3. Each
class offers a load of traffic to the network that is expressed in
ternms of the arrival rate of its LSP requests and the average
lifetime of an LSP. A unit of such a load is an erlang.
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As an exanple, consider a link with a capacity that allows a maxi num
of 15 LSPs fromdifferent classes to be established sinmultaneously.
Overbooking is allowed, as is to be described below. Al LSPs are
assuned to have an average lifetinme of 1 tine unit. Suppose that
this link is being offered a | oad of

2.7 erlangs fromclass 1,

3.5 erlangs fromclass 2, and

3.5 erlangs fromclass 3.

For the explicit maxi num al |l ocati on nodel, we assune that the
bandwi dt h constraints are:

up to 6 sinultaneous LSPs for class 1,

up to 7 sinultaneous LSPs for class 2, and

up to 15 simultaneous LSPs for class 3.

For the Russian Dolls nodel, we assune that the bandw dth
constraints are:

up to 6 sinultaneous LSPs for class 1 by itself,

up to 11 simultaneous LSPs for classes 1 and 2 together,
up to 15 sinmul taneous LSPs for al

and
three cl asses together.

Qobvi ously, these should not be regarded as typical
any Internet service provider. They are used here mainly for
illustrative purposes. The nethod we used for analysis can easily
accomodat e anot her set of paranmeter values as input.

val ues used by

In the exanple here, the values of these paraneters are chosen so

that, under normal conditions, the perfornance of the two nodels is
simlar in terns of their blocking and preenption behavior for LSP
setup requests. Specifically, the follow ng table shows their
relative performance.
Table 1. Blocking and preenption probabilities
Model PB1 PB2 PB3 PP2 PP3 PB2+PP2 | PB3+PP3
MaxAl | 0.03692 | 0. 03961 | 0. 02384 0 0. 02275 | 0. 03961 | 0. 04659
RussDol | | 0. 03692 | 0. 02296 | 0. 02402 | 0. 01578 | 0. 01611 | 0. 03874 | 0. 04013

Lai

In the above table,

PB1 = bl ocking probability of class 1

PB2 = bl ocking probability of class 2

PB3 = bl ocking probability of class 3

PP2 = preenption probability of class 2

PP3 = preenption probability of class 3

PB2+PP2 = conbi ned bl ocki ng/ preenption probability of class 2
PB3+PP3 = conbi ned bl ocki ng/ preenption probability of class 3

From colum 2 of the above table, it can be seen that class 1 sees
t he sane bl ocki ng under both nodels. This should be obvious since
both allocate up to 6 simultaneous LSPs for use by class 1 only.
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Slightly better results are obtained fromthe Russian Dolls nodel,
as shown by the last two colums in Table 1. This cones about
because the cascaded bandw dth separation in the Russian Dolls
design effectively gives class 3 sone formof protection from being
preenpted by higher priority classes.

Also, note that PP2 is zero in this particular case, sinply because
the paraneters for the explicit maxi mum allocation al gorithm happen
to have been chosen in such a way that Cass 1 never has to preenpt
Class 2 for any of the bandwidth that Cass 1 needs. (This is
because Class 1 can, in the worst case, get all the bandwi dth it
needs sinply by pre-enpting Cass 3 alone.) 1In general, this wll
not be the case.

It is interesting to conpare these results with that for the case of
a single class. Based on the Erlang loss fornula, a capacity of 15
servers can support an offered | oad of 10 erlangs with a bl ocking
probability of 0.0364969. Whereas the total |oad for the 3-cl ass
nodel is less with 2.7 + 3.5 + 3.5 = 9.7 erlangs, the probabilities
of bl ocki ng/ preenption are higher. Thus, there is sone |oss of
efficiency due to the |ink bandw dth being partitioned to
accommodate for different traffic classes, thereby resulting in | ess
shari ng.

A. 4. Performance Under Overl oad

Lai

To investigate the performance under overl oad conditions, the | oad
of each class in the above exanple is varied separately. Figures 1
and 2 show their relative performance. The three series of data in
each of these figures are, respectively, class 1 bl ocking
probability ("Class 1 B"), class 2 bl ocking/preenption probability
("Cass 2 B+P"), and class 3 bl ocking/ preenption probability ("d ass
3 B+P"). For each of these series, the first set of four points is
for the perfornmance when class 1 load is increased fromhalf of its
normal load to twice its normal. Simlarly, the next and the | ast
sets of four points are when class 2 and class 3 | oads are
correspondi ngly increased.

Here is sonmething common to both al gorithns:

1. The performance of any class generally degrades as its | oad
i ncreases.

2. The performance of class 1 is not affected by any changes
(i ncreases or decreases) in either class 2 or class 3 traffic,
because class 1 can al ways preenpt others.

3. Simlarly, the performance of class 2 is not affected by any
changes in class 3 traffic.

4. C ass 3 sees better (worse) than normal perfornmance when either
class 1 or class 2 traffic is bel ow (above) nornal.
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In contrast, the inpact of the changes in class 1 traffic on class 2
performance is different for the two algorithns: being negligible in
one case and significant in the other.

1. While class 2 sees little inprovenment in performance when cl ass
1 traffic is below normal when the explicit maxi num all ocati on
algorithmis used, it sees better than normal performance under
the Russian Dolls al gorithm

2. Class 2 sees no degradation in performance when class 1 traffic
is above normal when the explicit maxi num all ocation al gorithm
is used. In this exanple, with bandwi dth constraints 6 + 7 <
15, class 1 and class 2 traffic are effectively being served by
separate pools. Therefore, class 2 sees no preenption, and
only class 3 is being preenpted whenever necessary. This fact
is confirmed by the Erlang loss formula: a load of 2.7 erlangs
offered to 6 servers sees a 0.03692 bl ocking, a load of 3.5
erlangs offered to 7 servers sees a 0.03961 bl ocking. These
bl ocki ng probabilities are exactly the same as the
corresponding entries in Table 1: PBl1 and PB2 for MaxAll.

3. This is not the case in the Russian Dolls algorithm Here, the
probability for class 2 to be preenpted by class 1 is nonzero
because of two effects. (1) Through the cascaded bandw dth
arrangenment, class 3 is protected sonewhat from preenption
(2) Gass 1 and class 2 traffic are sharing their bandw dth
al l ocations to sone extent. Consequently, class 2 suffers when
class 1 traffic increases.

Thus, it appears that while the cascaded bandw dt h arrangenent and
the resulting bandw dth sharing nmakes the Russian Dolls al gorithm
wor ks better under normal conditions, such interaction nakes it |ess
effective to provide service isolation under overload conditions.

A. 5. Performance Under Conpl ete Shari ng

Lai

As observed towards the end of Section 2, the partitioning of
bandwi dt h capacity for access by different traffic classes tends to
reduce the maximum|link efficiency achi evable. W now consider the
case where there is no such partitioning, thereby resulting in
conpl ete sharing of the total bandw dth anong all the cl asses.

For the explicit maxi mum al |l ocati on nodel, this neans that the
constraints are such that up to 15 sinmultaneous LSPs are all owed for
any cl ass.

Simlarly, for the Russian Dolls nodel, the constraints are
up to 15 sinmultaneous LSPs for class 1 by itself,

up to 15 simul taneous LSPs for classes 1 and 2 together, and
up to 15 simul taneous LSPs for all three classes together.

Effectively, there is now no distinction between the two nodels.
Figure 3 shows the performance when all classes have equal access to
| i nk bandw dt h under the conplete sharing schene.
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Wth preenption being enabled, it can be seen that class 1 virtually
sees no bl ocking, regardless of the |oading conditions of the |ink.
Since class 2 can only preenpt class 3, class 2 sees sone bl ocking
and/ or preenption when either class 1 load or its own |oad is above
normal ; otherw se, class 2 is unaffected by increases of class 3

| oad. As higher priority classes always preenpt class 3 when the
link is full, class 3 suffers the nost with high bl ocking/preenption
when there is any |oad increase fromany class. A conparison of
Figures 1, 2, and 3 shows that, while the performance of both
classes 1 and 2 is far superior under conplete sharing, class 3
performance is much better off under either the explicit maxi num

all ocation or Russian Dolls nodels. |In a sense, class 3 is starved
under overload as no protection of its service is being provided
under conpl ete sharing.

A. 6. Performance Under Pure Bl ocking

A T.

Lai

This section is to cover the case when preenption is disabled. It
w Il be discussed in the next version of this docunent.
I mplications on Selection Criteria

Based on the previous results, a general thene is shown to be the
trade-of f between bandw dth sharing and service
protection/isolation. To showthis nore concretely, |et us conpare
the different nodels in ternms of the *overall |oss probability*.
This quantity is defined as the |ong-term proportion of LSP requests
fromall classes conbined that are lost as a result of either

bl ocki ng or preenption.

As noted fromthe previous sections, while the Russian Dol |l s nodel
has a hi gher degree of sharing then explicit maxi mum all ocati on,
both converge ultimately to the conpl ete sharing nodel as the degree
of sharing in each of themis increased. Figure 4 shows that, for a
single link, the overall |oss probability is the smallest under

conpl ete sharing and the | argest under explicit maxi mum all ocati on,
Wi th Russian Dolls being intermedi ate. Expressed differently,

conpl ete sharing yields the highest link efficiency and explicit

maxi mum al | ocation the lowest. As a matter of fact, the overal

| oss probability of conplete sharing is identical to |oss
probability of a single class as conputed by the Erlang | oss
formula. Yet conplete sharing has the poorest service protection
capability. (W want to point out that, in a network with many
links and multiple-link routing paths, analysis in [6] showed that
conpl ete sharing does not necessarily |ead to nmaxi mum network-w de
bandw dth efficiency.)

I ncreasi ng the degree of bandw dth sharing anong the different
traffic classes helps to increase link efficiency. Such increase,
however, wll lead to a tighter coupling between different classes.
Under normal | oading conditions, proper dinensioning of the link so
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that there is adequate capacity for each class can mnim ze the
effect of such coupling. Under overload conditions, when there is a
scarcity of capacity, such coupling will be unavoi dabl e and can
cause severe degradation of service to the lower priority classes.
Thus, the objective of maximzing |ink usage as stated in selection
criterion (5) nust be exercised with care, with due consideration to
the effect of interactions anong the different classes. O herw se,
use of this criterion alone will lead to the selection of the

conpl ete sharing schene, as shown in Figure 4.

The intention of criterion (2) in judging the effectiveness of
different nodels is to evaluate how they help the network to achieve
the expected performance. This can be expressed in terns of the

bl ocki ng and/ or preenption behavior as seen by different classes
under various |oading conditions. For exanple, the relative
strength of a nodel can be denonstrated by exam ni ng how many ti nes
t he per-class blocking or preenption probability under overload is
worse off than the correspondi ng probability under nornmal | oad.

(end of ANNEX A)

4.

Lai

Security Considerations

No new security considerations are raised the Bandw dth Constraints
nodel s presented in this docunent, as they are the sane as the DS-TE
Requi renent s docunment [1].

Ref er ences
Nor mat i ve Ref er ences

1 F. Le Faucheur (Editor), WS. Lai (Co-editor), "Requirenents for
Support of D'ff-ServEpmare MPLS Traffic Engineering," Internet-
Draft, Wbrk in Progress.

2 F. Le Faucheur, T. Nadeau, J. Boyle, K Konpella, W Townsend,

and D. Skal ecki, "Protocol extensions for support of D ff-Serv-
aware MPLS Traffic Engineering," Internet-Draft, Wrk in
Pr ogr ess.

I nformati ve Ref erences

3 F. Le Faucheur, "Maxinmum Allocation Bandw dth Constraints Mdel
for Diff-Serv-aware MPLS Traffic Engi neering”, Internet-Draft,
Work in Progress.

4 F. Le Faucheur, "Russian Dolls Bandw dth Constraints Mdel for
Diff-Serv-aware MPLS Traffic Engineering", Internet-Draft, Wrk
i n Progress.

5 F. Le Faucheur, "Considerations on Bandw dth Constrai nts Model s
for DS-TE", Internet-Draft, Wrk in Progress.

6 J. Ash, "Max Allocation with Reservation BW Constraint Mdel for
MPLS/ DiffServ TE", Internet-Draft, Wrk in Progress.

Category - Expiration [ Page 9]



| nternet-Draft BC Models for Diffserv-aware MPLS TE Mar 2003

6.

7 WS. Lai, "Traffic Engineering for MPLS," Internet Perfornmance
and Control of Network Systens II1 Conference, SPIE Proceedi ngs
Vol . 4865, Boston, Massachusetts, USA, 29 July-1 August 2002.
(URL: http://ww. col unbi a. edu/ ~f fl 5/ wai sum bcnodel . pdf)

Acknow edgnent s

DS- TE has been an active area within the TEWG Inputs fromJerry
Ash, Jim Boyle, Francois Le Faucheur, and Vishal Sharma are nuch
appreci at ed.

Aut hor's Addresses

Wai Sum Lai

AT&T Labs

Room D5- 3D18

200 Laurel Avenue

M ddl etown, NJ 07748, USA
Phone: +1 732-420-3712
Email: wWai @tt.com

Ful | Copyright Statenent

Lai

"Copyright (C) The Internet Society (date). Al Ri ghts Reserved.
Thi s docunent and translations of it may be copied and furnished to
others, and derivative works that conment on or otherw se explain it
or assist inits inplenentation nmay be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph
are included on all such copies and derivative wrks. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
| nt ernet organi zations, except as needed for the purpose of

devel oping I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages other than
Engl i sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Category - Expiration [ Page 10]



| nternet-Draft

BC Mbdel s for

D ffserv-aware MPLS TE

Explicit Maximum Allocation, With Preemption

Mar

2003

0.3
0.25 x
/
/ o
-~ /A / !
£ /
S 02 //
Qo
[ /
a /
5 II —2—Class 1B
2015 7 - — X— Class 2 B+P
g # -- O --Class 3 B+P
9 ’ o
g ! © :
S 0.1 )
k=) .
o 0
1 3
0.05 / Tl
X ——m—mX - X ——=X A g £ A === =—==X
s
0'; / K
0 : : : —X— : : % : :
{1.35, {2.7,35, {405 {54,35 {27, {27,35 {27, {27.7, {27,35,{2.7,35, {2.7, 35, {2.7, 35,
35,35 35} 3535 35 175 35 525 35 175} 35} 525} 7}
3.5} 3.5}
Load Of Different Classes
Figurel
Lal Category - Expiration

[ Page 11]



| nternet-Draft

BC Models for Diffserv-aware MPLS TE

Russian Doll, With Preemption

Mar 2003

0.3
X
i
!
0.25 i
/
i
> /A / °
5 o2 /
Qo
[ /
o 1 .
E / ; —2—Class 1 B
2015 1 — X— Class 2 B+P
g * --©0--Class 3 B+P
g ! ;
2 / s
% 01 / o
8 .
@ /
/ ..
;.0
/
0.05 VL -
& & 2 A O e s
L7 L
.’ e
0‘// y
0 ‘ ‘ ‘ —X ‘ — ‘ ‘
{1.35, {2.7,35, {405 {54,35 {27, {27,35 {27, {27.7, {27,35,{2.7,35, {2.7, 35, {2.7, 35,
35,35 35} 3535 35 175 35 525 35 175} 35} 525} 7}
3.5} 3.5}
Load Of Different Classes
Figure2
Complete Sharing, With Preemption
0.3
0.25
°
= o
g 02 .
Qo
I
c o
5 ’ —a2—Class 1 B
2015 = - — X— Class 2 B+P
2 o 2 -- O --Class 3 B+P
a g
g 2
S 014 ’
k=)
[a]
,o" o X o
0.05 : 4
, X s
o - 4
_ox” ° % °
e e e e e =
{1.35, {2.7,35, {405 {54,35 {27, {27,35 {27, {27.7, {27,35,{2.7,35, {2.7, 35, {2.7, 35,
35,35 35} 3535 35 175 35 525 35 175} 3.5} 525} 7}
3.5} 3.5}
Load Of Different Classes
Figure3
Lal Category - Expiration

[ Page 12]



| nternet-Draft

Overall Loss Probability

Lai

0.25

BC Mbdel s for

Total Loss Over All Classes

0.2

o
[N
o

o
-

0.05

D ffserv-aware MPLS TE

—2— Exp Max Alloc
— X — Russian Doll
- -0 --Comp Sharing

0 T

{1.35, {2.7,35, {4.05, {5.4,35,
35,35 35} 3535 35}

{27, {27.35, {27, {2.7,7. {2.7,35,{2.7,35,{2.7, 35, {2.7, 35,

175, 35} 525 = 35}
3.5} 3.5}

Load Of Different Classes

175} 35} 525}

Figure4

Cat egory -

Expiration

7}

Mar 2003

[ Page 13]



