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Abstr act

The Differentiated Services (D ffserv)-aware MPLS Traffic

Engi neeri ng Requirenments RFC 3564 specifies the requirenents and
selection criteria for bandw dth constraints nodels. Two such
nodel s, the Maxi mum Al |l ocation and the Russian Dolls, are described
therein. This docunent conpl enments RFC 3564 by describing in nore
details sone of the selection criteria and their inplications.
Results of a performance evaluation of the two nodels are al so

i ncl uded.

Conventions used in this docunent
The key words "MJST", "MJST NOI", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMVENDED', "MNAY", and "OPTIONAL" in
this docunent are to be interpreted as described in RFC 2119.
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nt roducti on
fferentiated Services (Diffserv)-aware MPLS Traiti c Engli neering
DS- TE) nechani sns operate on the basis of different Diftserv
classes of traffic to Inprove network perfornmance. Requlrenents for
S- TE and the associ ated protocol extensions are specitied I n

references [1, 2], respectively.

To achi eve per-class traffic engineering, rather than on an
aggregate basis across all classes, DS-TE enforces different
bandwi dt h constraints on different classes. Reference [1] specifies
the requirenents and selection criteria for bandwi dth constraints
nodel s for the purpose of allocating bandw dth to individual

cl asses.

Two bandmﬁth]CELstraints nodel s are described in [1]:

(1) Maxinmum Al'l ocation nodel (MAM - the maxi mum al | owabl e bandw dt h
usage of each class, together with the aggregate usage aE]oss al |

cl asses, are explicitly specified.

(2) Russian Dolls nodel (RDM - specification of maxi mum al | owabl e
usage i s done cunul atively by grouping successive priority classes
recursively.

The follow ng selection criteria are also listed in[%l]:
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addresses the scenarios in Section 2 (of [1])

wor ks wel | under both normal and overl oad conditions

applies equally when preenption is either enabled or disabled
m nimzes signaling | oad processing requirenents

maxi m zes efficient use of the network

m nimzes inplenmentati on and depl oynent conplexity

NSNS SN
DU WN P
— e

The use of any given bandw dth constrai nts nodel has significant

i npacts on the capability of a network to prov[pe protection for
different classes of traffic, particularly under high | oad, so that
performance objectives can be nmet [3]. Therefore, the criteria used
to select a nodel nust enable us to evaluate how a particul ar node
delivers its performance, relative to other nodels.

Thi s docunent conplenents [1] by describing in nore details the
performance-oriented selection criteria and their inplications in a
network inplenentation. Thus, our focus is only on criteria (2),
(3), and (5); we wll not address criteria (1), (4), and (6). Also
included are the results of a perfoFﬁance eval uation of the above
two nodel s under various operational conditions: normal | oad,

overl oad, preenption fully or partially enabl ed, pure bl ocking, or
conpl ete sharing.

Rel ated docunents in this area include [4, 5, 6, 7, 8].

Bandwi dt h Constrai nts Mddel s

To sinplify our presentation, we use the informal nanme "cl ass of
traffic" for the ternms C ass-Type and TE-Cl ass defined in [1]. W
assune that (1) there are only three classes of traffic, and (2) al
| abel - swi t ched paths (LSPs), regardless pf []afb,[feppire the same
anount of bandw dth. Furthernore, the focus is on the bandw dth
usage of an individual link wwth a given capacity; routing aspects
of LSP setup are not consi dered.

The concept of reserved bandwidth is also defined in [1] to account
for the possible use of overbooking. Rather than getting ipfo these
details, we assune that each LSP is allocated 1 unit of bandw dth on
a given link after establishnment. This allows us to express link
bandwi dt h usage sinply in ternms of the *nunber of sinultaneously
established LSPs*. Link capacity can then be used as the aggregate
constraint on bandw dth usage across all classes.

Suppose that the three classes of traffic are denoted class 1
(highest priority), class 2, and class 3 (lowest priority). Wen
preenption is enabled, these are the preenption priorities. To
define a generic class of bandw dth constraints nodels for the
pur pose of our analysis in accordance with the above assunpti ons,
| et
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Nmax = |link capacity, i.e., the maxi mum nunber of simultaneously
established LSPs for all classes together,

Nc = the nunber of sinultaneously established class ¢ LSPs, for ¢ =
1, 2, and 3, respectively.

For the maxi num all ocati on nodel, |et

Bc = maxi mum nunber of sinmultaneously established class ¢ LSPs.
Then, Bc is the bandwidth constraint for class ¢, and we have
Nc <= Bc <= Nmax, for ¢ =1, 2, and 3,

N1 + N2 + N3 <= Nmax,

Bl + B2 + B3 >= Nmax.

For the Russian Dolls nodel, the bandw dth constraints are specified
as:

Bl
B2

maxi mum nunber of simultaneously established class 1 LSPs,
maxi mum nunber of sinultaneously established LSPs for classes 1
and 2 together,

B3 = maxi mum nunber of sinmultaneously established LSPs for cl asses
1, 2, and 3 together.

Then, we have the follow ng rel ati onshi ps:

N1 <= B1,

N1 + N2 <= B2,

N1 + N2 + N3 <= B3,
Bl < B2 < B3 = Nmax.

Per f or mance ©Mode

In [8], a 3-class Markov-chain performance nodel is presented to
anal yze a general class of bandw dth constraints nodels. The nodels
that can be anal yzed include, besides the maximum all ocation and the
Russian Dolls, also nodels with privately reserved bandw dth that
cannot be preenpted by other classes.

The Markov-chain perfornmance nodel in [8] assunmes Poisson arrivals
for LSP requests with exponentially distributed lifetine. The
PoisEpn assunption for LSP requests is relevant since we are not
dealtng with the arrivals of individual packet within an LSP. Al so,
LSP Iifetinme may exhibit heavy-tail characteristics. This effect
shoul d be accounted for when the performance of a particul ar
bandwi dt h constraints nodel by itself is evaluated. As the effect
woul d be common for all bandw dth constraints nodels, we ignore it
for sinplicity in the conparative anaIyE]s of the relative
performance of different nodels. |In principle, a suitably chosen
hyper exponenti al distribution may be used to capture sone aspects of
heavy tail. However, this will significantly increase the

conpl exity of the non-product-form preenption nodel in [8].
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The nodel in [8] assunes the use of adm ssion control to allocate
link bandwidth to LSPs of different classes in accordance with their
respective bandw dth constraints. Thus, the nodel accepts as input
the link capacity and offered |oad fromdifferent classes. The

bl ocki ng and preenption probabilities for different classes under
different bandwi dth constraints are generated as output. Thus, from
a service provider's perspective, given the desired | evel of

bl ocki ng and preenption performance, the nodel can be used
iteratively to[peternine the correspondi ng set of bandw dth
constraints.

To understand the inplications of using criteria (2), (3), and (5)
in the Introduction Section to select a bandw dth constraints nodel,
we present sone nunerical results of the analysis in [8]. This is
to gain sone insight to facilitate the discussion of the issues that
can arise. The mmjor perfornmance objective is to achieve a bal ance
bet ween the need for bandw dth sharing so as to gain bandw dth
efficiency, and the need for bandw dth isolation so as to protect
bandwi dt h access by different cl asses.

3.1 LSP Bl ocki ng and Preenption

Lai

As described in Section 2, the three classes of traffic are class 1
(highest priority), class 2, and class 3 (lowest priority).
Preenption may or nmay not be used and we wi ||l exam ne the
performance of each scenario. Wen preenption is used, the
priorities are the preenption priorities. W consider cross-class
preenption only, with no within-class preenption. 1In other words,
preenption is enabled so that, when necessary, class 1 can preenpt
class 3 or class 2 (in that order), and class 2 can preenpt class 3.

Each class offers a load of traffic to the network that is expressed
internms of the arrival rate of its LSP requests and the average
lifetime of an LSP. A unit of such a load is an erlang. (In
packet - based networks, traffic volunme is usually neasured by
counting the nunber of bytes and/or packets that are sent or

recei ved over an interface, during a neasurenent period. Here we
are only concerned with bandwi dth allocation and usage at the LSP

| evel . Hence, the erlang as a neasure of resource utilization in a
| i nk- speed i ndependent manner is an appropriate unit for our purpose

[9].)

To prevent Diffserv QoS degradation at the packet |evel, the
expect ed nunber of established LSPs for a given class should be kept
inline wth the average service rate that the D ffserv schedul er
can provide to that class. Because of the use of overbooking, the
actual traffic carried by a link may be hi gher than expected, and
hence QoS degradation may not be totally avoi dabl e.

wever, the use of adm ssion control at the LSP | evel helps to
*m nimze* QS degradation by enforcing the bandwi dth constraints
established for the different classes, according to the rules of the
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bandw dt h constrai nts nodel adopted. That is, the bandw dth
constraints are used to determ ne the nunber of LSPs that can be

si mul t aneously established for different classes under various
operational conditions. By controlling the nunber of LSPs admtted
fromdifferent classes, this in turn ensures that the anmount of
traffic submtted to the Diffserv scheduler is conpatible with the
targeted packet-level QoS objectives.

The performance of a bandw dth constraints nodel can therefore be
nmeasured by how well the given nodel handles the offered traffic,
under normal or overload conditions, while maintaining packet-Ievel
service objectives. Thus, assum ng the enforcenent of Diffserv QS
obj ectives by adm ssion control as a given, the performance of a
bandwi dt h constraints nodel can be expressed in terns of *LSP

bl ocki ng and preenption probabilities*.

D fferent nodels have different strengths and weaknesses. Dependi ng
on the bandw dth constraint val ues chosen for a given | oad, a nodel
may performwell in one operating region and poorly in another
region. Service providers are mainly concerned with the utility of
a nodel to neet their operational needs. Regardless of which nodel
is depl oyed, the forenost consideration is that the nodel works well
under the engineered |load, such as the ability to deliver service-

| evel objectives for LSP bl ocking probabilities. It is also
expected that the nodel handl es overload "reasonably” well. Thus,
for conparison, the common operating point we choose for each nodel
is that they nmeet specified performance objectives in terns of

bl ocki ng/ preenpti on under given norrmal |oad. W then observe how
their performance varies under overload. Mre wll be said about
this aspect later in Section 4.2.

3.2 Exanpl e Link Traffic Model

Lai

As an exanple, consider a link with a capacity that allows a maxi num
of 15 LSPs fromdifferent classes to be established sinmultaneously.
All LSPs are assunmed to have an average lifetinme of 1 time unit.
Suppose that this link is being offered a | oad of

2.7 erlangs fromclass 1,

3.5 erlangs fromclass 2, and

3.5 erlangs fromclass 3.

W now consider a scenario whereby the bl ocking/ preenption
performance objectives for the three classes are desired to be
conpar abl e under nornmal conditions (other scenarios are covered in
| ater sections). To nmeet this service requirenent under the above
given | oad, the bandw dth constraints are selected as foll ows:

For the explicit maxi num al |l ocati on nodel :
up to 6 sinultaneous LSPs for class 1,

up to 7 sinultaneous LSPs for class 2, and
up to 15 simultaneous LSPs for class 3.

For the Russian Dol | s nodel:
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up to 6 sinmultaneous LSPs for class 1 by itself,

up to 11 sinmultaneous LSPs for classes 1 and 2 together,

up to 15 sinmul taneous LSPs for al

Note that the driver
bandwi dt h constrai nts nodel
not arbitrarily picked;

Sep

and

three cl asses together.

IS service requirenent,
The above bandwi dth constraints are
they are chosen to neet specific performnce

i ndependent of

2003

objectives in terns of blocking/preenption (detailed in the next
An intuitive "explanation” for the above set of bandw dth

section).

constraint values may be as foll ows.
is the sanme (6) for
under either

priorities.
Dol I s nodel

nodel

anong different classes.
that the nunerica

al | ocati on nodel ,
| oad.
of (6, 11, 15)

nor nal

Thus,

bot h nodel s,
W th preenption

However ,

Class 1 bandw dth constraint
as class 1 is treated the sane way

t he maxi num al | ocati on
and the Russian Dolls nodels operate in fundanentally different ways
and give different treatnments to classes with | ower

preenption

As to be explained in Section 4.3,

In can be seen from Section 2 that while the Russian
i nposes a strict ordering of the different bandw dth
constraint values (Bl < B2 < B3) and a hard boundary (B3
t he maxi num al | ocati on nodel
wi th no specific ordering.
all ows the Russian Dol ls nodel

Nmax) ,
uses a soft boundary (B1+B2+B3 >= Nmax)

this

to have a hi gher degree of sharing

Such a hi gher degree of coupling neans
val ues of the bandw dth constraints can be
relatively small er when conpared with those for the maxi num

to nmeet given performance requirenents under
in the above exanpl e,
in the Russian Dolls nodel

roughly corresponding to the bandwi dth constraints of (6, 6+7,

6+7+15) for the maxi num all ocati on nodel.

t he bandwi dth constraints
may be thought of as

(The intent here is just

to point out that the design paraneters for the two nodels need to

be different as they operate differently -
correspondence is incorrect.)

nuneri cal

O course,

strictly speaking,

bot h node

t he
S are

bounded by the sanme aggregate constraint of the link capacity (15).

The val ues chosen in the above exanple are not _
val ues used by any service provider.

regarded as typica

used here mainly for

i nput .

3.3 Performnce Under

In the exanpl e above,
t he bl ocking and preenption probabilities for
conditions for the two nodels are given in

chosen,

requests under

Tabl e 1.

nor nal

Nor mal

Load

illustrative purposes.

i ntended to be

They

are

The net hod we used for
anal ysis can easily accommodat e anot her set of paraneter val ues as

based on the bandw dth constrai nt val ues

LSP setu

p

Renmenber that the bandwi dth constraint val ues have been
selected for this scenario to address the service requirenent to
of fer conpar abl e bl ocki ng/ preenpti on objectives for the three

Lai

cl asses.
Table 1. Bl ocking and preenption probabilities
Model PB1 PB2 PB3 PP2 PP3 PB2+PP2 | PB3+PP3
VaxAl | 0. 03692 | 0. 03961 | 0. 02384 0 0. 02275 | 0. 03961 | 0. 04659
Category - Expiration [ Page 7]
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| RussDol | | 0.03692 | 0. 02296 | 0. 02402 | 0. 01578 | 0. 01611 | 0. 03874 | 0. 04013

In the above tabl e,

PB1 = bl ocking probability of class 1

PB2 = bl ocking probability of class 2

PB3 = bl ocking probability of class 3

PP2 = preenption probability of class 2

PP3 = preenption probability of class 3

PB2+PP2 = conbi ned bl ocki ng/ preenption probability of class 2
PB3+PP3 = conbi ned bl ocki ng/ preenption probability of class 3

First, we observe that, indeed, the values for (PBl, PB2+PP2,
PB3+PP3) are very simlar one to another. This confirns that the
service requirenent (of conparabl e bl ocking/ preenption objectives
for the three classes) has been net for both nodels.

Then, we observe that the (PB1, PB2+PP2, PB3+PP3) val ues for the
maxi mum al | ocati on nodel are very simlar to the (PBl, PB2+PP2,
PB3+PP3) val ues for the Russian Dolls nodel. This indicates that,
in this scenario, both nodels offer very simlar perfornmance under
nor mal | oad.

From columm 2 of the above table, it can be seen that class 1 sees
exactly the sanme bl ocki ng under both nodels. This should be obvious
since both allocate up to 6 sinultaneous LSPs for use by class 1
only. Slightly better results are obtained fromthe Russian Dolls
nodel , as shown by the last two columms in Table 1. This cones
about because the cascaded bandw dth separation in the Russian Dolls
design effectively gives class 3 sone formof protection from being
preenpted by higher-priority classes.

Al so, note that PP2 is zero in this particular case, sinply because
the bandw dth constraints for the maxi num al |l ocati on nodel happen to
have been chosen in such a way that class 1 never has to preenpt
class 2 for any of the bandwi dth that class 1 needs. (This is
because class 1 can, in the worst case, get all the bandwi dth it
needs sinply by preenpting class 3 alone.) 1In general, this wll

not be the case.

It is interesting to conpare these results with that for the case of
a single class. Based on the Erlang loss fornula, a capacity of 15
servers can support an offered | oad of 10 erlangs with a bl ocking
probability of 0.0364969. Wiereas the total |oad for the 3-cl ass
nodel is less with 2.7 + 3.5 + 3.5 = 9.7 erlangs, the probabilities
of bl ocki ng/ preenption are higher. Thus, there is sone |oss of
efficiency due to the |ink bandw dth being partitioned to
accommodate for different traffic classes, thereby resulting in

| es
sharing. This aspect wll be examned in nore details later in the
section on Conpl ete Sharing.

S
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Per f ormance Under Overl oad

Overl oad occurs when the traffic on a systemis greater than the
traffic capacity of the system To investigate the performance
under overload conditions, the | oad of each class is varied
separately. Blocking and preenption probabilities for each case are
not shown separately: they are added together to yield a conbi ned

bl ocki ng/ preenption probability.

4.1 Bandw dt h Sharing Versus Isolation

Lai

Figures 1 and 2 show the rel ative performance when the | oad of each
class in the exanple of Section 3.2 is varied separately. The three
series of data in each of these figures are, respectively,

class 1 bl ocking probability ("Cass 1 B"),

cl ass 2 bl ocki ng/ preenption probability ("Cass 2 B+P"), and

cl ass 3 bl ocki ng/ preenption probability ("Class 3 B+P").

For each of these series, the first set of four points is for the
performance when class 1 load is increased fromhalf of its nornal
load to twice its normal. Simlarly, the next and the |ast sets of
four points are when class 2 and class 3 | oads are correspondi ngly
i ncreased.

The foll ow ng observations apply to both nodel s:

1. The performance of any class generally degrades as its | oad
i ncreases.

2. The performance of class 1 is not affected by any changes
(i ncreases or decreases) in either class 2 or class 3 traffic,
because class 1 can al ways preenpt others.

3. Simlarly, the performance of class 2 is not affected by any
changes in class 3 traffic.

4. C ass 3 sees better (worse) than normal perfornmance when either
class 1 or class 2 traffic is bel ow (above) nornal.

In contrast, the inpact of the changes in class 1 traffic on class 2
performance is different for the two nodels: being negligible in the
maxi mum al | ocati on and significant in the Russian Dolls.

1. While class 2 sees little inprovenent (no inprovenent in this
particul ar exanple) in performance when class 1 traffic is bel ow
normal when the explicit maxi num allocation algorithmis used, it
sees better than normal performance under the Russian Dolls
al gorithm

2. Class 2 sees no degradation in performance when class 1 traffic is
above normal when the explicit maximum allocation algorithmis
used. In this exanple, with bandwi dth constraints 6 + 7 < 15,
class 1 and class 2 traffic are effectively being served by
separate pools. Therefore, class 2 sees no preenption, and only
class 3 is being preenpted whenever necessary. This fact is

Category - Expiration [ Page 9]
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confirmed by the Erlang loss fornula: a |load of 2.7 erl angs
offered to 6 servers sees a 0.03692 bl ocking, a load of 3.5
erlangs offered to 7 servers sees a 0.03961 bl ocking. These

bl ocking probabilities are exactly the sanme as the correspondi ng
entries in Table 1: PB1 and PB2 for MaxAll.

This is not the case in the Russian Dolls algorithm Here, the
probability for class 2 to be preenpted by class 1 is nonzero
because of two effects. (1) Through the cascaded bandw dth
arrangenent, class 3 is protected sonewhat from preenption. (2)
Class 2 traffic is sharing a bandwi dth constraint with class 1.
Consequently, class 2 suffers when class 1 traffic increases.

it appears that while the cascaded bandw dt h arrangenent and

the resulting bandwi dth sharing nakes the Russian Dolls al gorithm

wor ks better

under normal conditions, such interaction makes it | ess

effective to provide class isolation under overl oad conditions.

4.2 Inproving Cass 2 Performance at the Expense of Class 3

W now consider a scenario in which the service requirenent
gi ve better
3,
previ ous scenari o.
class 3 is to be considered in the next section.)

specified class 2 performance objective can be net,
constraint for class 2 is appropriately increased.

isto

bl ocki ng/ preenpti on performance to class 2 than to class
while maintaining class 1 performance at the sane level as in the
(The use of m ninum determ ni stic guarantee for
So that the

t he bandw dth

As an exanpl e,

bandwi dth constraints (6, 9, 15) are now used for the maxi mum

al | ocati on,
as shown in Figures 1lbis and 2bis,
unchanged,
of class 3.
bandw dth by class 2 over class 3.
performance of the two nodels is simlar

and (6, 13, 15) for the Russian Dolls. For both nodels,

whil e class 1 performance remains

class 2 now receives better perfornmance, at the expense
This is of course due to the increased access of

Under normal conditions, the

in ternms of their bl ocking

as shown in

and preenption probabilities for LSP setup requests,

Lai

Tabl e 2.
Table 2. Blocking and preenption probabilities
Model PB1 PB2 PB3 PP2 PP3 PB2+PP2 | PB3+PP3
MaxAl | 0. 03692 | 0. 00658 | 0. 02733 0 0. 02709 | 0. 00658 | 0. 05441
RussDol | | 0.03692 | 0.00449 | 0.02759 | 0.00272 | 0.02436 | 0.00721 | 0.05195
Under overl oad, the observations in Section 4.1 regarding the
difference in the general behavior between the two nodels stil
apply, as shown in Figures 1lbis and 2bis.

Some frequently asked questions about the operation of bandw dth

constraints nodels are as foll ows.
a bandwi dth constraint of 6 for
of 9 for
possibility of a total

For a link capacity of 15, would
class 1 and a bandw dth constrai nt
class 2 in the maxi nrum al |l ocati on nodel result in the

| ockout for class 3? This will certainly be

the case when there are 6 class 1 and 9 class 2 LSPs being

si mul t aneousl y est abl i shed.

Such an offered load (with 6 class 1

Category - Expiration [ Page 10]
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and 9 class 2 LSP requests) will not cause a | ockout of class 3 with
the Russian Dolls nodel having a bandwi dth constraint of 13 for
classes 1 and 2 conbined, but will result in class 2 LSPs being
rejected. If class 2 traffic were considered relatively nore
inportant then class 3 traffic, then the Russian Dolls would perform
very poorly when conpared with the nmaxi mum al | ocati on nodel with
bandw dth constraints of (6, 9, 15). Should the nmaxi mum al |l ocati on
nodel with bandw dth constraints of (6, 7, 15) be used instead so as
to make the performance of the Russian Dolls | ook conparabl e?

The answer is that the above scenario is not very realistic when the
offered load is assuned to be (2.7, 3.5, 3.5) for the three cl asses,
as stated in Section 3.2. Treating an overload of (6, 9, x) as
normal operating condition is inconpatible wth the engi neering of
bandwi dt h constraints according to needed bandw dth from different
classes. It would be rare for a given class to need so nuch nore
than its engineered bandwidth level. But if the class did, the
expectation based on design and normal traffic fluctuations is that
this class would quickly rel ease unneeded bandw dth toward its

engi neered |l evel, freeing up bandw dth for other classes.

Service providers engi neer their networks based on traffic
projections to determ ne network configurations and needed capacity.
Al l bandw dth constraints nodels should be designed to operate under
realistic network conditions. For any bandw dth constraints nodel
to work properly, the selection of values for different bandw dth
constraints nust therefore be based on the projected bandw dt h needs
of each class, as well as the bandwi dth allocation rules of the
nodel itself. This is to ensure that the nodel works as expected
under the intended design conditions. |In operation, the actual | oad
may well turn out to be different fromthe design. Thus, an
assessnent of the performance of a bandw dth constraints nodel under
overload is essential to see how well| the nodel can cope with
traffic surges or network failures. Reflecting this view, the basis
for conparison of two bandwi dth constraints nodel is that they neet
the same or simlar perfornmance requirenments under nor mal

condi tions, and how they w thstand overl oad.

I n operational practice, |oad neasurenent and forecast would be
useful to calibrate and fine-tune the bandw dth constraints so that
traffic fromdifferent classes could be redistributed accordingly.
Dynam ¢ adjustnment of the D ffserv scheduler could also be used to
m nimze QoS degradati on.

4.3 Conparing Bandw dth Constraints of D fferent Mbdels

Lai

As pointed out in Section 3.2, the higher degree of sharing anong
the different classes in the Russian Dolls nodel neans that the
nunerical values of the bandw dth constraints could be relatively
smal | er, when conpared with those for the maxi nrum al | ocati on nodel
We now exami ne this aspect in nore details by considering the
foll ow ng scenario. W set the bandw dth constraints so that, (1)
for both nodels, the sane value is used for class 1, (2) the sane
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m ni mum *det erm ni stic* guarantee of bandw dth for class 3 is
of fered by both nodels, and (3) the bl ocking/preenption probability
is mnimzed for class 2. W want to enphasize that this nay not be

the way service providers select bandw dth constraint values. It is
done here to investigate the *statistical* behavior of such a
determ ni stic nmechani sm

For illustration, we use bandwi dth constraints (6, 7, 15) for the
maxi mum al | ocation, and (6, 13, 15) for the Russian Dolls. In this

bot h nodel s have 13 units of bandw dth for classes 1 and 2
toget her, and dedicate 2 units of bandw dth for use by class 3 only.
The performance of the two nodels under normal conditions is shown
in Table 3. It is clear that the maxi mum al |l ocati on nodel with (6,
7, 15) gives fairly conparabl e performance objectives across the
three classes, while the Russian Dolls nodel with (6, 13, 15)
strongly favors class 2 at the expense of class 3. They therefore
cater to different service requirenents.

case,

Lai

Table 3. Blocking and preenption probabilities
Model PB1 PB2 PB3 PP2 PP3 PB2+PP2 | PB3+PP3
MaxAl | 0.03692 | 0. 03961 | 0. 02384 0 0. 02275 | 0.03961 | 0. 04659
RussDol | | 0.03692 | 0.00449 |0.02759 | 0.00272 | 0.02436 |0.00721 | 0.05195
By conparing Figures 1 and 2bis, it can be seen that, when being

subj ected to the sane set of bandw dth constraints, the Russian
Dol | s nodel gives class 2 nmuch better perfornmance than the maxi num
al l ocation nodel, with class 3 being only slightly worse.

This confirms the observation in Section 3.2 that, when the sane
service requirenents under normal conditions are to be nmet, the
nunerical values of the bandw dth constraints for the Russian Dolls
can be relatively smaller than those for the nmaxi mum al |l ocati on

nodel. This should not be surprising in view of the hard boundary
(B3 = Nmax) in the Russian Dolls versus the soft boundary (Bl1+B2+B3
>= Nmax) in maxi num allocation. The strict ordering of bandw dth

constraints (Bl < B2 < B3) gives the Russian Dolls nodel the

advant age of a higher degree of sharing anong the different classes,
i.e., the ability to reallocate the unused bandw dt h of hi gher-
priority classes to lower-priority ones, if needed. Consequently,
this leads to better performance when an identical set of bandw dth
constraints is used as exenplified above. Such a higher degree of
sharing may necessitate the use of mninmum determ nistic bandw dth
guarantee to offer sone protection for lower-priority traffic from
preenption. The explicit |ack of ordering of bandw dth constraints
in the maxi mum al | ocati on nodel together with its soft boundary
inplies that the use of mninmumdetermnistic guarantees for |ower-
priority classes may not need to be enforced when there is a | esser
degree of sharing. This is denonstrated by the exanple in Section
4.2 with bandwi dth constraints (6, 9, 15) for the nmaxi mum al |l ocati on
nodel .
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Tabl e 4 shows the performance under
wi th bandwi dth constraints (6,

Sep 2003

nor nal

Table 4. Blocking and preenption probabilities

Model PB1 PB2 PB3 PP2 PP3 PB2+PP2 | PB3+PP3
RussDol | | 0. 03692 | 0. 00060 | 0. 02800 | 0. 00032 | 0. 02740 | 0. 00092 | 0. 05540
Regar dl ess of whether determ nistic guarantees are used or not, both

nodel s are bounded by the sanme aggregate constraint of the |ink

capacity. Also, in both nodels,

bandw dt h access guarantees are

necessarily achieved statistically because of traffic fluctuations,

as explained in Section 4.2. (As a result,
are typically specified as nonthly averages,
statistical guarantees,
Thus,
two nodel s (ordering,
one nodel
is the service requirenents,

service-| eve
under the use of

rat her than determnistic guarantees.)

given the fundanentally different operating principles of the

hard versus soft boundary),

shoul d not be adopted to design for the other.

and perhaps al so the operational

obj ecti ves

t he di nensi ons of
Rat her,

it
needs,

of a service provider that should be used to drive how the bandw dth

constraints of a nodel are sel ected.

Performance Under Partial Preenption

In the previous two sections,

preenption is *fully enabled* in the

sense that class 1 can preenpt class 3 or class 2 (in that order),

and class 2 can preenpt class 3. That is,

preenpt or-enabl ed, while classes 2 and 3 are preenptable.
| ower-priority cl asses
A cl ass not designated as preenptabl e
regardl ess of

t hat
desi gnat ed as preenptabl e.
cannot be preenpted by any other cl asses,
priorities.

i's preenptor-enabl ed can preenpt

both classes 1 and 2 are
A cl ass

relative

W now consider the three cases shown in Table 5 when preenption is

only partially enabl ed.

Table 5. Partial preenption nodes

preenpti on nodes pr eenpt or - enabl ed

pr eenpt abl e

"1+2 on 3" (Fig. 3, 6) class 1, class 2

class 3

"1l on 3" (Fig. 4, 7) class 1

class 3

"1l on 2+3" (Fig. 5, 8) class 1

cl ass 3,

class 2

Lai

In this section,
performance of a particular
gi ven node
same nodel

nodel . Thus,

we eval uate how these preenption nodes affect the
we are conparing how a
perfornms when preenption is fully enabl ed versus how t he

perfornms when preenption is partially enabled. The

performance of these preenption nodes is shown in Figures 3 to 5 for

t he Russian Dol | s,
nodel , respectively. In al
constraints of Section 3.2 are used for
15) for maximum al |l ocati on nodel

Category - Expiration

and (6, 11, 15) for

t he bandw dt h
illustration,

i.e.,

and Figures 6 to 8 for the nmaxi mum al | ocati on
of these figures,
(6, 7,

Russi an Dol | s
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nodel . However, the general behavior is simlar when the bandw dth
constraints are changed to those in Sections 4.2 and 4.3, i.e., (6,
9, 15) and (6, 13, 15), respectively.

5.1 Russian Dolls

Let us first exam ne the performance under the Russian Dolls nodel.
There are two sets of results, depending on whether class 2 is
preenptable or not: (1) Figures 3 and 4 for the two nodes when only
class 3 is preenptable, and (2) Figure 2 in the previous section and
Figure 5 for the two nodes when both classes 2 and 3 are
preenptable. By conparing these two sets of results, the foll ow ng
i npacts can be observed. Specifically, when class 2 is non-
preenpt abl e, and when conpared with the case of class 2 being
preenpt abl e, then the behavior of each class is:

1. dass 1 generally sees a higher blocking probability when class 2
IS non-preenptable. As the class 1 space allocated by the class 1
bandwi dth constraint is shared with class 2, which is now non-
preenptabl e, class 1 cannot recl aimany such space occupi ed by
cl ass 2 when needed. Also, class 1 has | ess opportunity to
preenpt - being able to preenpt class 3 only.

2. Cass 3 al so sees higher bl ocking/preenption when its own load is
increased, as it is being preenpted nore frequently by class 1,
when class 1 cannot preenpt class 2. (See the last set of four
points in the series for class 3 shown in Figures 3 and 4, when
conparing with Figures 2 and 5.)

3. Cass 2 blocking/preenption is reduced even when its own |load is
increased, since it is not being preenpted by class 1. (See the
m ddl e set of four points in the series for class 2 shown in
Figures 3 and 4, when conparing with Figures 2 and 5.)

Anot her two sets of results are related to whether class 2 is
preenpt or-enabled or not. 1In this case, when class 2 is not
preenpt or - enabl ed, class 2 bl ocking/preenption is increased when
class 3 load is increased (the last set of four points in the series
for class 2 shown in Figures 4 and 5, when conparing with Figures 2
and 3). This is because both classes 2 and 3 are now conpeting

i ndependently with each other for resources.

5.2 Maxi mum Al | ocati on

Lai

Turning now to the maxi mum al | ocati on nodel, the significant inpact
appears to be only on class 2, when it cannot preenpt class 3,

t hereby causing its bl ocking/preenption to increase in two
situations.

1. When class 1 load is increased (the first set of four points in
the series for class 2 shown in Figures 7 and 8, when conparing
with Figures 1 and 6).

2. When class 3 load is increased (the last set of four points in the
series for class 2 shown in Figures 7 and 8, when conparing with
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Figures 1 and 6). This is simlar to the Russian Dolls nodel,
i.e., class 2 and class 3 are now conpeting with each ot her.

When conparing Figure 1 (for the case of fully enabl ed preenption)
with Figures 6 to 8 (for partially enabled preenption), it can be
seen that the performance of the maxi num al |l ocati on nodel is
relatively insensitive to the different preenption nodes. This is
because when each class has its own bandw dth access limts, the
degree of interference anong the different classes is reduced.

This is in contrast with the Russian Dolls nodel, whose behavior is
nore dependent on the preenption node in use.

Per f ormance Under Pure Bl ocki ng

This section covers the case when preenption is conpletely disabled.

We continue with the nunerical exanple used in the previous sections
with the sane |link capacity and offered | oad.

6.1 Russian Dolls

Lai

For the Russian Dolls nodel, we consider two different settings:

"Russian Dolls (1)" bandw dth constraints:

up to 6 sinmultaneous LSPs for class 1 by itself,

up to 11 simultaneous LSPs for classes 1 and 2 together, and
up to 15 simul taneous LSPs for all three classes together.

"Russian Dolls (2)" bandw dth constraints:

up to 9 sinmultaneous LSPs for class 3 by itself,

up to 14 simul taneous LSPs for classes 3 and 2 together, and
up to 15 simul taneous LSPs for all three classes together.

Note that the "Russian Dolls (1)" set of bandw dth constraints is
the sane as previously with preenption enabled, while the "Russian
Dolls (2)" has the cascade of bandw dth arranged in *reverse* order
of the classes.

As observed in Section 4, the cascaded bandw dth arrangenent is
intended to offer lower priority traffic sone protection from
preenption by higher priority traffic. This is to avoid starvation.
In a pure bl ocking environnent, such protection is no |onger
necessary. As depicted in Figure 9, it actually produces the
opposite, undesirable, effect: higher priority traffic sees higher
bl ocking than lower priority traffic. Wth no preenption, higher
priority traffic should be protected instead to ensure that they
coul d get through when under high |oad. |[|ndeed, when the reverse
cascade is used in "Russian Dolls (2)," the required performance of
| ower bl ocking for higher priority traffic is achieved as shown in
Figure 10. In this specific exanple, there is very little

di fference anong the performance of the three classes in the first
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ei ght data points for each of the three series. However, the
bandw dth constraints can be tuned to get a bigger differentiation.

6.2 Maxi mum Al | ocati on

Lai

For the maxi mum al |l ocati on nodel, we al so consider two different
settings:

"Exp. Max. Alloc. (1)" bandw dth constraints:
up to 7 sinultaneous LSPs for class 1,

up to 8 sinultaneous LSPs for class 2, and
up to 8 sinultaneous LSPs for class 3.

"Exp. Max. Alloc. (2)" bandw dth constraints:

up to 7 sinultaneous LSPs for class 1, with additional bandw dth for
1 LSP privately reserved

up to 8 sinultaneous LSPs for class 2, and

up to 8 sinultaneous LSPs for class 3.

These bandwi dth constraints are chosen so that, under normal
conditions, the blocking performance is simlar to all the previous
scenarios. The only difference between these two sets of values is
that the "Exp. Max. Alloc. (2)" algorithmgives class 1 a private
pool of 1 server for class protection. As aresult, class 1 has a
relatively | ower blocking especially when its traffic is above
normal, as can be seen by conparing Figures 11 and 12. This is of
course at the expense of a slight increase in the bl ocking of
classes 2 and 3 traffic.

When conparing the "Russian Dolls (2)" in Figure 10 with the
explicit maximum allocation algorithmin Figures 11 or 12, the

di fference between their behavior and the associ ated expl anation are
again simlar to the case when preenption is used. The higher
degree of sharing in the cascaded bandw dth arrangenent of the
Russian Dolls algorithmleads to a tighter coupling between the
different classes of traffic when under overload. Their performance
therefore tends to degrade together when the |oad of any one cl ass
is increased. By inposing explicit maxi num bandw dth usage on each
class individually, better class isolation is achieved. The trade-
off is that, generally, blocking performance in the explicit maxi num
all ocation algorithmis sonmewhat higher than the Russian Dolls

al gorithm because of reduced shari ng.

The difference in the behavior of the Russian Dolls algorithmwth
or without preenption has already been di scussed at the beginning of
this section. For the explicit maximum allocation algorithm sone
not abl e difference can al so be observed froma conparison of Figures
1 and 11. If preenption is used, higher-priority traffic tends to
be able to maintain their performance despite the overl oadi ng of
other classes. This is not so if preenption is not allowed. The
trade-off is that, generally, the overl oaded class sees a relatively
hi gher bl ocki ng/ preenpti on when preenption is enabled, than the case
when preenption is disabl ed.
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Lai

Per f ormance Under Conpl ete Sharing

As observed towards the end of Section 3, the partitioning of
bandwi dt h capacity for access by different traffic classes tends to
reduce the maximum|link efficiency achi evable. W now consider the
case where there is no such partitioning, thereby resulting in
conpl ete sharing of the total bandw dth anong all the cl asses.

For the explicit maxi mum al |l ocati on nodel, this neans that the
constraints are such that up to 15 sinmultaneous LSPs are all owed for
any cl ass.

Simlarly, for the Russian Dolls nodel, the constraints are
up to 15 sinmultaneous LSPs for class 1 by itself,

up to 15 simul taneous LSPs for classes 1 and 2 together, and
up to 15 simultaneous LSPs for all three classes together.

Ef fectively, there is now no distinction between the two nodels.
Figure 13 shows the performance when all cl asses have equal access
to link bandwi dth under the conplete sharing schene.

Wth preenption being fully enabled, it can be seen that class 1
virtually sees no bl ocking, regardl ess of the |oading conditions of
the link. Since class 2 can only preenpt class 3, class 2 sees sone
bl ocki ng and/ or preenption when either class 1 load or its own | oad
is above normal; otherwi se, class 2 is unaffected by increases of
class 3 load. As higher priority classes always preenpt class 3
when the link is full, class 3 suffers the nost with high

bl ocki ng/ preenpti on when there is any | oad increase fromany cl ass.
A conparison of Figures 1, 2, and 13 shows that, while the
performance of both classes 1 and 2 is far superior under conplete
sharing, class 3 performance is nuch better off under either the
explicit maxi num allocation or Russian Dolls nodels. In a sense,
class 3 is starved under overload as no protection of its traffic is
bei ng provi ded under conpl ete sharing.

I mplications on Selection Criteria

Based on the previous results, a general thene is shown to be the
trade-of f between bandw dth sharing and class protection/isolation.
To show this nore concretely, let us conpare the different nodels in
terms of the *overall |oss probability*. This quantity is defined
as the long-term proportion of LSP requests fromall classes
conbined that are lost as a result of either blocking or preenption,
for a given level of offered | oad.

As noted fromthe previous sections, while the Russian Dol ls nodel
has a hi gher degree of sharing then explicit maxi mum al |l ocati on,
both converge ultimately to the conpl ete sharing nodel as the degree
of sharing in each of themis increased. Figure 14 shows that, for
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a single link, the overall loss probability is the smallest under
conpl ete sharing and the | argest under explicit maxi mum all ocati on,
Wi th Russian Dolls being internmediate. Expressed differently,
conpl ete sharing yields the highest |ink efficiency and explicit
maxi mum al | ocation the lowest. As a matter of fact, the overal

| oss probability of conplete sharing is identical to |oss
probability of a single class as conputed by the Erlang | oss
formula. Yet conplete sharing has the poorest class protection
capability. (W want to point out that, in a network with many
links and multiple-link routing paths, analysis in [6] showed that
conpl ete sharing does not necessarily |ead to nmaxi mum network-w de
bandw dth efficiency.)

I ncreasi ng the degree of bandw dth sharing anong the different
traffic classes helps to increase link efficiency. Such increase,
however, wll lead to a tighter coupling between different classes.
Under normal | oading conditions, proper dinensioning of the link so
that there is adequate capacity for each class can n[hinize t he
effect of such coupling. Under overload conditions, when there is a
scarcity of capacity, such coupling will be unavoi dabl e and can
cause severe degradation of service to the lower-priority classes.
Thus, the objective of maxim zing |ink usage as stated in sel ection
criterion (5) nust be exercised with care, with due consideration to
the effect of interactions anong the different classes. O herw se,
use of this criterion alone will lead to the selection of the

conpl ete sharing schene, as shown in Figure 14.

The intention of criterion (2) in judging the effectiveness of
different nodels is to evaluate how they help the network to achieve
the expected performance. This can be expressed in terns of the

bl ocki ng and/ or preenption behavior as seen by different classes
under various |oading conditions. For exanple, the relative
strength of a nodel can be denonstrated by exam ni ng how many ti nes
t he per-class blocking or preenption probability under overload is
worse off than the correspondi ng probability under nornmal | oad.

Concl usi ons

Bandwi dt h constraints nodels are used in DS-TE for path conputation
and adm ssion control of LSPs by enforcing different bandw dth
constraints for different classes of traffic so that D ffserv QS
performance can be nmaxi m zed. Therefore, it is of interest to
measure the performance of a bandw dth constraints nodel by the LSP
bl ocki ng/ preenpti on probabilities under various operational
conditions. Based on this, the performance of the Russian Dolls and
t he maxi num al | ocati on nodels for LSP establishnment has been

anal yzed and conpared. |In particular, three different scenarios
have been exam ned: (1) all three classes have conparabl e
performance objectives in terns of LSP bl ocki ng/ preenption under
normal conditions, (2) class 2 is given better performance at the
expense of class 3, and (3) class 3 receives sone m ni num
determ ni stic guarantee.
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10.

11.

Lai

A general thene is shown to be the trade-off between bandw dth
sharing to achieve greater efficiency under normal conditions, and
robust class protection/isol ation under overload. The general
properties of the two nodels are:

Russi an Dol | s nodel
al l ows greater sharing of bandw dth anong different classes
perfornms somewhat better under nornal conditions
wor ks well when preenption is fully enabl ed; under parti al
preenption, not all preenption nodes work equal ly well

Maxi mum al | ocati on nodel
does not depend on the use of preenption
is relatively insensitive to the different preenption nodes when
preenption is used
provi des nore robust class isolation under overl oad

Generally, the use of preenption gives higher-priority traffic sone
degree of immunity agai nst the overloading of other classes. This
results in a higher blocking/preenption for the overl oaded cl ass,
when conpared with a pure bl ocki ng environnent.

Security Considerations

No new security considerations are raised by the bandw dth
constraints nodels presented in this docunent; they are the sanme as
in the DS-TE Requi renents docunent [1].
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Explicit Maximum Allocation, With Preemption
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Russian Doll, With Partial Preemption (1+2 on 3)
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Figure 4. Russian Dall, with partial preemption (1 on 3).
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Figure 13. Complete Sharing, with full preemption.
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