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Abst r act

Thi s docunent describes a sinple, interoperable nechanismthat can be
enployed in Internediate Systemto Internmediate System (I1S-195)
networks in order to decrease the data | oss associated with
determ ni stic blackholing of packets during transient network
conditions. The nechani sm proposed here requires no I S-1S protoco
changes and is conpletely interoperable with the existing IS-IS

speci fication.

1. Introduction

VWen an IS-1S router that was previously a transit router becones
unavail able as a result of sonme transient condition such as a reboot,
other routers within the routing domain nmust select an alternative
path to reach destinations which have previously transited the failed
router. Presunmably, the newy selected router(s) conprising the path
have been available for sone tine and, as a result, have conplete
forwardi ng i nformati on bases (FIBs) which contain a full set of
reachability information for both internal and external (e.g., BGP)
destinati on networks.

When the previously failed router becones available again, it is only
seconds before the paths that had previously transited the router are
again selected as the optimal path by the I1GP. As a result,
forwardi ng tabl es are updated and packets are once again forwarded
along the path. Unfortunately, external destination reachability
information (e.g., learned via BGP) is not yet available to the
router, and as a result, packets bound for destinations not |earned
via the I GP are unnecessarily discarded.
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A sinple interoperable nmechanismto alleviate the offshoot associated
with this determnistic behavior is discussed bel ow

2. Discussion

Thi s docunent describes a sinple, interoperable nechanismthat can be
employed in IS 1S [1, 2] networks in order to avoid transition to a
new y avail able path until other associated routing protocols such as
BGP have had sufficient tine to converge.

The benefits of such a mechani smcan be realized when considering the
foll owing scenario depicted in Figure 1.

Figure 1. Exanpl e Network Topol ogy

Host S.1 is transmitting data to destination D.1 via a primary path
of RIrA->RtrB->RtrD. Routers A, B and C learn of reachability to
destination D.1 via BGP fromRrD. RrA s prinary path to D.1 is
sel ected because when cal culating the path to BGP NEXT_HOP of RtrD,
the sumof the IS-ISlink netrics on the RRrA-RtrB-RtrD path is |ess
than the sumof the netrics of the RIrA-RirCGRtrD path.

Assume RtrB becones unavail able and as a result the RirC path to RirD
is used. Once RtrA's FIB is updated and it begins forwardi ng packets
to RtrC, everything should behave properly as RirC has existing
forwarding i nfornmation regarding destination D.1's availability via
BGP NEXT_HOP RtrD.
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Assunme now that RtrB conmes back online. In only a few seconds, IS-1S
nei ghbor state has been established with RirA and RtrD and dat abase
synchroni zati on has occurred. RirA now realizes that the best path
to destination D.1 is via RirB, and therefore updates it FIB
appropriately. RrA begins to forward packets destined to D.1 to
RtrB. Though, because RtrB has yet to establish and synchronize its
BGP nei ghbor relationship and routing information with RrD, Rt rB has
no know edge regarding reachability of destination D.1, and therefore
di scards the packets received fromRtrA destined to D. 1.

If RirB were to tenporarily set its LSP Overload bit while

synchroni zing BGP tables with its neighbors, RirA would continue to
use the working RRrA->RtrCG>RtrD path, and the LSP should only be
used to obtain reachability to |ocally connected networks (rather
than for calculating transit paths through the router, as defined in

[11)-

However, it should be noted that when RirB goes away, its LSP is
still present in the IS-IS databases of all other routers in the
routing domain. Wen RtrB conmes back it establishes adjacencies. As
soon as its neighbors have an adjacency with RirB, they wll
advertise their new adjacency in their new LSP. The result is that
all the other routers will receive new LSPs fromRrA and RirD
containing the RirB adjacency, even though RirBis still conpleting
its synchronization and therefore has not yet sent its new LSP

At this time SPF is conmputed and everyone will include RtrB in their
tree since they will use the old version of RirB LSP (the new one has
not yet arrived). Once RirB has finished establishing all its

adj acencies, it will then regenerate its LSP and flood it. Then al
other routers within the domain will finally conmpute SPF with the
correct information. Only at that tinme will the Overload bit be
taken into account.

As such, it is recommended that each tine a router establishes an
adj acency, it will update its LSP and flood it i mediately, even
bef ore begi nni ng dat abase synchroni zation. This will allow for the
Overload bit setting to propagate i medi ately, and renove the
potential for an ol der version of the rel oaded routers LSP to be
used.

After synchroni zation of BGP tables with neighboring routers (or
expiry of sone other timer or trigger), RirB would generate a new
LSP, clearing the Overload bit, and RtrA could again begin using the
optimal path via RtrB
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Typically, in service provider networks | BGP connections are done via
peerings with '| oopback’ addresses. As such, the newy avail abl e
router nust advertise its own | oopback (or simlar) |IP address, as
wel | as associ ated adj acencies, in order to make the | oopbacks
accessible to other routers within the routing domain. It is because
of this that sinply flooding an enpty LSP is not sufficient.

3. Depl oynent Consi derations

Such a nechani smincreases overall network availability and all ows
network operators to alleviate the determ nistic bl ackholing behavi or
introduced in this scenario. Simlar mechanisnms [3] have been
defined for OSPF, though only after realizing the useful ness obtained
fromthat of the 1S-IS Overload bit technique.

Thi s mechani sm has been depl oyed in several large |S-1S networks for
a nunber of years.

Triggers for setting the Overload bit as described are left to the

i npl enenter. Some potential triggers could perhaps include "N
seconds after booting", or "N nunber of BGP prefixes in the BGP Loc-
Rl B".

Unli ke simlar nechanisns enployed in [3], if the Overload bit is set
inarouter’s LSP, NO transit paths are cal cul ated through the
router. As such, if no alternative paths are available to the
destinati on network, enploying such a nechanism my actually have a
negative inpact on convergence (i.e., the router maintains the only
avail abl e path to reach downstreamrouters, but the Overl oad bit

di sal | ows other nodes in the network fromcal culating paths via the
router, and as such, no feasible path exists to the routers).

Finally, if all systems within an I S-1S routing domain haven’t
i mpl enented the Overload bit correctly, forwarding |oops may occur

4. Potential Alternatives

Alternatively, it may be considered nore appealing to enpl oy
sonmething nore akin to [3] for this purpose. Wth this nodel, during
transi ent conditions a node advertises excessively high link metrics
to serve as an indication, to other nodes in the network that paths
transiting the router are "l ess desirable" than existing paths.

The advantage of a metric-based nmechani smover the Overload bit
mechani sm nodel proposed here is that transit paths may still be
cal cul ated through the router. Another advantage is that a metric-
based mechani sm does not require that all nodes in the 1S 1S domain
correctly inplenent the Overload bit.
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8.

However, as currently deployed, |1S-1S provides for only 6 bits of
space for link nmetric allocation, and 10 bits aggregate path netric.
Though extensions proposed in [4] renove this limtation, they have
not yet been wi dely deployed. As such, there's currently little
flexibility when using link metrics for this purpose. O course,
bot h net hods proposed in this docunent are backwards-conpati bl e.

Security Considerations

The nmechani sns specified in this meno introduces no new security
issues to I S-1S.
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9. Full Copyright Statenent
Copyright (C The Internet Society (2002). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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