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Abst r act

The Internet transport infrastructure is noving towards a nodel of

hi gh-speed routers interconnected by optical core networks. The
architectural choices for the interaction between |IP and optica
network | ayers, specifically, the routing and signaling aspects, are
maturing. At the sane tinme, a consensus has energed in the industry
on utilizing |IP-based protocols for the optical control plane. This
document defines a framework for | P over Optical networks,

consi dering both the I P-based control plane for optical networks as
well as IP-optical network interactions (together referred to as "IP
over optical networks").
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1

| ntroducti on

Optical network technol ogies are evolving rapidly in termnms of
functions and capabilities. The increasing inportance of optica
networks is evidenced by the copi ous amobunt of attention focused on

| P over optical networks and rel ated photonic and el ectronic

i nterworking issues by all major network service providers,

t el ecommuni cati ons equi pnent vendors, and standards organi zations. In
this regard, the term"optical network" is used generically in
practice to refer to both SONET/ SDH based transport networks, as well
as switched optical networks (including all-optical networks).

It has been realized that optical networks must be survivabl e,
flexible, and controllable. There is, therefore, an ongoing trend to
i ntroduce intelligence in the control plane of optical networks to
make them nore versatile [1]. An essential attribute of intelligent
optical networks is the capability to instantiate and route optica

| ayer connections in real-tine or near real-tinme, and to provide
capabilities that enhance network survivability. Furthernore, there
is aneed for nulti-vendor optical network interoperability, when an
optical network may consist of interconnected vendor-specific optica
sub- net wor ks.

The optical network nmust al so be versatile because sone service
providers nmay of fer generic optical |ayer services that may not be
client-specific. It would therefore be necessary to have an optica
network control plane that can handl e such generic optical services.

There is general consensus in the industry that the optical network
control plane should utilize |IP-based protocols for dynamc

provi sioning and restoration of optical channels within and across
optical sub-networks. This is based on the practical view that
signaling and routing nechani sns devel oped for IP traffic engi neering
applications could be re-used in optical networks. Neverthel ess, the
i ssues and requirenents that are specific to optical networking nust
be understood to suitably adopt and adapt the |P-based protocols.
This is especially the case for restoration, and for routing and
signaling in all-optical networks. Also, there are different views
on the nodel for interaction between the optical network and client
networ ks, such as I P networks. Reasonable architectural alternatives
in this regard nust be supported, with an understanding of their
relative merits.

Thus, there are two fundanental issues related to |P over optica
networks. The first is the adaptation and reuse of |IP control plane
protocols within the optical network control plane, irrespective of
the types of digital clients that utilize the optical network. The
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second is the transport of IP traffic through an optical network
together with the control and coordination issues that arise
therefrom

Thi s docunent defines a franmework for |IP over optical networks
covering the requirenents and nechanisns for establishing an | P-
centric optical control plane, and the architectural aspects of IP
transport over optical networks. In this regard, it is recognized
that the specific capabilities required for IP over optical networks
woul d depend on the services expected at the IP-optical interface as
wel |l as the optical sub-network interfaces. Depending on the
specific operational requirenents, a progression of capabilities is
possi bl e, reflecting increasingly sophisticated interactions at these
interfaces. This docunent therefore advocates the definition of
"capability sets" that define the evolution of functionality at the
interfaces as nore sophisticated operational requirenents arise

Thi s docunent is organized as follows. In the next section
term nol ogy covering sonme basic concepts related to this franework
are described. The definitions are specific to this franmework and
may have ot her connotations el sewhere. |n Section 3, the network
nodel pertinent to this framework is described. The service node

and requirenments for IP-optical, and multi-vendor optica

i nternetworking are described in Section 4. This section also

consi ders sone general requirenents. Section 5 considers the
architectural nodels for |P-optical interworking, describing the
relative merits of each nodel. It should be noted that it is not the
intent of this document to pronote any particul ar nodel over the

ot hers. However, particul ar aspects of the nmpodels that nay make one
approach nore appropriate than another in certain circunstances are
described. Section 6 describes IP-centric control plane nmechani sns
for optical networks, covering signaling and routing issues in
support of provisioning and restoration. The approaches described in
Section 5 and 6 range fromthe relatively sinple to the

sophi sticated. Section 7 describes a nunber of specialized issues in
relation to I P over optical networks. Section 8 describes a possible
evolution path for I P over optical networking capabilities in terns
of increasingly sophisticated functionality that nay be supported as
the need arises. Section 9 considers security issues pertinent to
this franework. Finally, the summary and concl usion are presented in
Section 10.

2. Term nol ogy and Concepts
This section introduces terminology pertinent to this franmework and

some rel ated concepts. The definitions are specific to this
framewor k and may have other interpretations el sewhere.
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VDM

Wavel ength Division Multiplexing (WM is a technol ogy that all ows
mul tiple optical signals operating at different wavel engths to be
mul ti pl exed onto a single optical fiber and transported in paralle
through the fiber. |In general, each optical wavel ength may carry
digital client payloads at a different data rate (e.g., OC 3c, OC
12c, OC- 48c, OC-192c, etc.) and in a different format (SONET,

Et hernet, ATM etc.). For exanple, there are many commercial WM
networks in exi stence today that support a mx of SONET signals
operating at OC-48c (approximately 2.5 Gops) and OC 192

(approxi mately 10 Gops) over a single optical fiber. An optica
systemwith WDM capability can achieve parallel transm ssion of
mul ti pl e wavel engths gracefully while maintaining high system
performance and reliability. |In the near future, conmercial dense
WDM systens are expected to concurrently carry nore than 160

wavel engt hs at data rates of OC-192c and above, for a total of 1.6
Tbps or nmore. The termVWDM wi Il be used in this docunent to refer to
both WOM and DWDM ( Dense V\DM .

In general, it is worth noting that WoM I inks are affected by the
foll owi ng factors, which may introduce inpairnents into the optica
si gnal path:

The nunber of wavel engths on a single fiber.

The serial bit rate per wavel ength.

The type of fiber.

The anplification mechani sm

The nunber and type of nodes through which the signals pass before
reachi ng the egress node or before regeneration

OkwNE

Al these factors (and others not nentioned here) constitute donain
specific features of optical transport networks. As noted in [1],
these features should be taken into account in devel opi ng standards
based solutions for I P over optical networks.

Optical cross-connect (OXC)

An OXC is a space-division switch that can switch an optical data
stream froman i nput port to a output port. Such a switch may
utilize optical-electrical conversion at the input port and

el ectrical -optical conversion at the output port, or it may be all-
optical. An OXC is assunmed to have a control -plane processor that
i mpl enents the signaling and routing protocols necessary for
conputing and instantiating optical channel connectivity in the
optical domain.
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Optical channel trail or Lightpath

An optical channel trail is a point-to-point optical |ayer connection
bet ween two access points in an optical network. |In this docunent,
the term"lightpath" is used interchangeably with optical channe
trail.

Optical nmesh sub-network

An optical sub-network, as used in this framework, is a network of
OXCs that supports end-to-end networking of optical channel trails
providing functionality like routing, nonitoring, groom ng, and
protection and restoration of optical channels. The interconnection
of OXCs in this network can be based on a general mesh topol ogy. The
foll owi ng sub-1ayers nay be associated with this network:

(a) An optical nmultiplex section (OV5) |ayer network: The optica
nmul tipl ex section |ayer provides transport for the optica
channels. The information contained in this layer is a data
stream conprising a set of optical channels, which may have a
defi ned aggregat e bandwi dt h.

(b) An optical transm ssion section (OIS) |ayer network: This |ayer
provides functionality for transm ssion of optical signals
through different types of optical nedia.

This framework does not address the interaction between the optica
sub-network and the OVS, or between the OMS and OTS | ayer networKks.

Mesh optical network (or sinply, "optical network")

A mesh optical network, as used in docunment, is a topologically
connected coll ection of optical sub-networks whose node degree may
exceed 2. Such an optical network is assumed to be under the purview
of a single adm nistrative entity. It is also possible to conceive
of a large scale gl obal nmesh optical network consisting of the

vol untary interconnection of autononpus optical networks, each of
which is owned and adm nistered by an i ndependent entity. |In such an
envi ronnent, abstraction can be used to hide the internal details of
each aut ononmous optical cloud from external clouds.

Optical internetwork
An optical internetwork is a nesh-connected collection of optica

networks. Each of these networks may be under a different
adm ni stration.
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Wavel ength continuity property

Alightpath is said to satisfy the wavel ength continuity property if
it is transported over the same wavel ength end-to-end. Wavel ength
continuity is required in optical networks with no wavel ength
conversion feature.

Wavel ength path

A lightpath that satisfies the wavel ength continuity property is
call ed a wavel ength pat h.

Opaque vs. transparent optical networks

A transparent optical network is an optical network in which optica

signals are transported fromtransmtter to receiver entirely in the
optical domain without OEO conversion. Cenerally, internediate

swi tching nodes in a transparent optical network do not have access

to the payload carried by the optical signals.

Note that amplification of signhals at transit nodes is permitted in
transparent optical networks (e.g., using Erbium Doped Fi ber
Amplifiers << EDFAs).

On the other hand, in opaque optical networks, transit nodes nay
mani pul ate optical signals traversing through them An exanple of
such mani pul ati on woul d be OEO conversion which may involve 3R
operations (reshaping, retimng, regeneration, and perhaps
anplification).

Trust dommin

A trust domain is a network under a single technical adm nistration

i n which adequate security measures are established to prevent

unaut hori zed intrusion fromoutside the domain. Hence, it may be
assumed that nost nodes in the domain are deermed to be secure or
trusted in sone fashion. Generally, the rule for "single"

adnmi ni strative control over a trust domain nmay be relaxed in practice
if a set of administrative entities agree to trust one another to
form an enl arged het erogeneous trust domain. However, to sinplify

the discussions in this docunment, it will be assumed, w thout |oss of
generality, that the termtrust dommin applies to a single
adm nistrative entity with appropriate security policies. It should

be noted that within a trust donain, any subverted node can send
control messages which can conprom se the entire network.
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3.

3.

Fl ow

In this docunment, the termfloww |l be used to signify the snall est
non- separ abl e stream of data, fromthe point of view of an endpoi nt
or termnation point (source or destination node). The reader should
note that the termflowis heavily overloaded in contenporary
networking literature. 1In this docunent, we will consider a

wavel ength to be a flow, under certain circunstances. However, if
there is a nethod to partition the bandw dth of the wavel ength, then
each partition may be considered a flow, for exanple using tine
division multiplexing (TDM, it may be feasible to consider each
guanta of tinme within a given wavel ength as a fl ow

Traffic Trunk

Atraffic trunk is an abstraction of traffic flow traversing the same
pat h between two access points which allows some characteristics and
attributes of the traffic to be paraneterized.

The Network Mbde
1. Network |Interconnection

The network nodel considered in this neno consists of IP routers
attached to an optical core internetwork, and connected to their
peers over dynam cally established switched optical channels. The
optical core itself is assuned to be incapable of processing

i ndi vidual 1P packets in the data plane.

The optical internetwork is assuned to consist of nultiple optica
net wor ks, each of which may be adm nistered by a different entity.
Each optical network consists of sub-networks interconnected by
optical fiber links in a general topology (referred to as an optica
mesh network). This network may contain re-configurable optica

equi pment from a single vendor or frommultiple vendors. |In the near
term it may be expected that each sub-network will consist of
switches froma single vendor. |In the future, as standardi zation
efforts mature, each optical sub-network nay in fact contain optica
switches fromdifferent vendors. |In any case, each sub-network
itself is assumed to be mesh-connected internally. 1In general, it
can be expected that topologically adjacent OXCs in an optical nesh
network will be connected via multiple, parallel (bi-directional)
optical links. This network nodel is shown in Figure 1

In this environment, an optical sub-network may consist entirely of
all-optical OXCs or OXCs with optical -electrical-optical (CEO
conversion. Interconnection between sub-networks is assuned to be
i mpl enent ed through conpati bl e physical interfaces, with suitable
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optical -el ectrical conversions where necessary. The routers that
have direct physical connectivity with the optical network are
referred to as "edge routers" with respect to the optical network. As
shown in Figure 1, other client networks (e.g., ATM nay al so connect
to the optical network.

The switching function in an OXC is controlled by appropriately
configuring the cross-connect fabric. Conceptually, this may be
viewed as setting up a cross-connect table whose entries are of the
form<input port i, output port j> indicating that the data stream
entering input port i will be switched to output port j. 1In the
context of a wavel ength sel ective cross-connect (generally referred
to as a WKC), the cross-connect tables may al so indicate the input
and out put wavel engths along with the input and output ports. A
l'ightpath froman ingress port in an OXC to an egress port in a
renote OXC i s established by setting up suitable cross-connects in
the ingress, the egress and a set of internediate OXCs such that a
conti nuous physical path exists fromthe ingress to the egress port.
Optical paths tend to be bi-directional, i.e., the return path from
the egress port to the ingress port is typically routed along the
same set of internediate interface cards as the forward path, but
this may not be the case under all circunstances.
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Figure 1: Optical Internetwork Mde

Multiple traffic streans exiting froman OXC may be nultipl exed onto
a fiber optic link using WDM technol ogy. The WDM functionality nmay
exi st outside of the OXC, and be transparent to the OXC. O, this
function may be built into the OXC. In the |ater case, the cross-
connect table (conceptual ly) consists of pairs of the form <{input
port i, Lanbda(j)}, {output port k, Lanmbda(l)}>. This indicates that
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the data streamreceived on wavel ength Lanmbda(j) over input port i is
switched to output port k on Lanbda(l). Automated establishnment of

i ghtpaths invol ves setting up the cross-connect table entries in the
appropriate OXCs in a coordi nated manner such that the desired
physical path is realized.

Under this network nodel, a switched |ightpath nust be established
between a pair of IP routers before the routers can transfer user
traffic among thenmselves. A |lightpath between IP routers nay
traverse multiple optical networks and be subject to different
provi sioning and restoration procedures in each network.

The | P-based control plane issue for optical networks pertains to the
desi gn of standard signaling and routing protocols for provisioning
and restoration of lightpaths across nultiple optical networks.
Simlarly, IP transport over optical networks involves establishing

| P reachability and seam essly constructing forwardi ng paths from one
| P endpoint to another over an optical network.

3.2. Control Structure

There are three logical control interfaces identified in Figure 1
These are the client-optical internetwork interface, the interna
node-to-node interface within an optical network (between OXCs in
di fferent sub-networks), and the external node-to-node interface
bet ween nodes in different optical networks. These interfaces are
also referred to as the User-Network Interface (UNI), the interna
NNl (INNI), and the external NNI (ENN), respectively.

The distinction between these interfaces arises out of the type and
amount of control information flow across them The client-optical
internetwork interface (UNI) represents a service boundary between
the client (e.g., IP router) and the optical network. The client and
server (optical network) are essentially two different roles: the
client role requests a service connection froma server; the server
rol e establishes the connection to fulfill the service request --
provided all relevant adm ssion control conditions are satisfi ed.

Thus, the control flow across the client-optical internetwork
interface is dependent on the set of services defined across it and
the manner in which the services may be accessed. The service nodels
are described in Section 4. The NNI's represent vendor-independent
standardi zed interfaces for control flow between nodes. The

di stinction between the INNI and the ENNI is that the former is an
interface within a given network under a single technica

adm nistration, while the later indicates an interface at the

adm ni strative boundary between networks. The INNl and ENNI may t hus
differ in the policies that restrict control flow between nodes.
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Security, scalability, stability, and information hiding are

i mportant considerations in the specification of the ENNI. It is
possible in principle to harnonize the control flow across the UN
and the NNI and elimnate the distinction between them On the other
hand, it may be required to mnimze flow of control information
especially routing-related information, over the UNI; and even over

the ENNI. In this case, UNl and NNIs may | ook different in sone
respects. In this docunent, these interfaces are treated as
di stinct.

The client-optical internetwork interface can be categorized as
public or private dependi ng upon context and service nodels. Routing
information (i.e., topology state information) can be exchanged
across a private client-optical internetwork interface. On the other
hand, such information is not exchanged across a public client-
optical internetwork interface, or such information may be exchanged
with very explicit restrictions (including, for exanple abstraction,
filtration, etc). Thus, different relationships (e.g., peer or
over-lay, Section 5) may occur across private and public |ogica

i nterfaces.

The physical control structure used to realize these |ogica
interfaces may vary. For instance, for the client-optica
internetwork interface, sone of the possibilities are:

1. Direct interface: An in-band or out-of-band IP control channe
(I'PCC) may be inplemented between an edge router and each OXC to
which it is connected. This control channel is used for
exchangi ng signaling and routi ng nessages between the router and
the OXC. Wth a direct interface, the edge router and the OXC it
connects to are peers with respect to the control plane. This
situation is shown in Figure 2. The type of routing and signaling
i nformati on exchanged across the direct interface may vary
dependi ng on the service definition. This issue is addressed in
the next section. Sone choices for the routing protocol are OSPF
or ISIS (with traffic engineering extensions and additiona
enhancenents to deal with the peculiar characteristics of optica
networ ks) or BGP, or sone other protocol. Oher directory-based
routing informati on exchanges are al so possible. Sone of the
signaling protocol choices are adaptations of RSVP-TE or CR-LDP
The details of how the IP control channel is realized is outside
the scope of this docunent.

2. Indirect interface: An out-of-band IP control channel may be
i mpl ement ed between the client and a device in the optical network
to signal service requests and responses. For instance, a
managenment systemor a server in the optical network may receive
service requests fromclients. Simlarly, out-of-band signaling
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may be used between managenent systens in client and optica
networks to signal service requests. |In these cases, there is no
direct control interaction between clients and respective OXCs.
One reason to have an indirect interface would be that the OXCs
and/or clients do not support a direct signaling interface.

e L + e L +
| | | |
| +--------- + - + | | +--------- + - +
|| I Y I I R N
| | Routing | | Si gnaling| | | | Routing | | Si gnal i ng|

| | Protocol | | Protocol | | | | Protocol | | Protocol |
|| | || || | ||
| +----- +---+ e e mmma + | | +----- +---+ e e mmma +

| | | | | | | |
| | | | | | | |
| T +- - -+ | | T +- - -+ |
| | | | | |
| | | P Layer +....1PCC. .... + | P Layer |

| | | | | |
| o m e e e eeaaaaa + | | o m e e e eeaaaaa +

| | | |
| Edge Router | | oxc |
oo e e e oo oo - + oo e e e oo oo - +

Figure 2: Direct Interface

3. Provisioned interface: In this case, the optical network services
are manual |y provisioned and there is no control interactions
between the client and the optical network.

Al 't hough different control structures are possible, further
descriptions in this framework assunme direct interfaces for |P-
optical and optical sub-network control interactions.

4. | P over Optical Service Mdels and Requirenents

In this section, the service nodels and requirenents at the UNI and
the NNIs are considered. Two general nodels have enmerged for the
services at the UNI (which can also be applied at the NNIs). These
nodel s are as foll ows.

4.1. Domain Services Mde
Under the domain services nodel, the optical network primarily offers
hi gh bandwi dth connectivity in the formof |ightpaths. Standardized

signaling across the UNI (Figure 1) is used to invoke the follow ng
services:
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1. Lightpath creation: This service allows a lightpath with the
specified attributes to be created between a pair of term nation
points in the optical network. Lightpath creation may be subject
to network-defined policies (e.g., connectivity restrictions) and
security procedures.

2. Lightpath deletion: This service allows an existing lightpath to
be del et ed.

3. Lightpath nmodification: This service allows certain paraneters of
the lightpath to be nodifi ed.

4. Lightpath status enquiry: This service allows the status of
certain paraneters of the lightpath (referenced by its ID) to be
queried by the router that created the Iightpath.

An end-system di scovery procedure may be used over the UNIl to verify
| ocal port connectivity between the optical and client devices, and
al | ows each device to bootstrap the UNI control channel. Finally, a
"service discovery" procedure nay be enployed as a precursor to
obtaining UNI services. Service discovery allows a client to
determ ne the static paraneters of the interconnection with the
optical network, including the UNI signaling protocols supported.
The protocols for neighbor and service discovery are different from
the UNI signaling protocol itself (for exanple, see LMP [2]).

Because a small set of well-defined services is offered across the
UNI, the signaling protocol requirenments are mininmal. Specifically,
the signaling protocol is required to convey a few nmessages with
certain attributes in a point-to-point nmanner between the router and
the optical network. Such a protocol nmay be based on RSVP-TE or LDP
for examnpl e.

The optical domain services nodel does not deal with the type and
nature of routing protocols within and across optical networks.

The optical donmain services nodel would result in the establishnent
of a lightpath topol ogy between routers at the edge of the optica
network. The resulting overlay nodel for |IP over optical networks is
di scussed in Section 5.

4.2. Unified Service Mde

Under this nodel, the I P and optical networks are treated together as
a single integrated network froma control plane point of view In
this regard, the OXCs are treated just |like any other router as far
as the control plane is considered. Thus, in principle, there is no
di stinction between the UNI, NNIs and any other router-to-router
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interface froma routing and signaling point of view It is assuned
that this control plane is | P-based, for exanple |everaging the
traffic engineering extensions for MPLS or GWLS, as described in
[1]. The unified service nodel has so far been discussed only in the
context of a single adm nistrative domain. A unified control plane

i s possible even when there are adnministrative boundaries within an
optical internetwork, but sone of the integrated routing capabilities
may not be practically attractive or even feasible in this case (see
Section 5).

Under the unified service nodel and within the context of a GWLS
networ k, optical network services are obtained inmplicitly during
end-to-end GWPLS signaling. Specifically, an edge router can create
alightpath with specified attributes, or delete and nodify

lightpaths as it creates GWLS | abel -switched paths (LSPs). 1In this
regard, the services obtained fromthe optical network are simlar to
the domain services nodel. These services, however, may be invoked

in a nore seanl ess nmanner as conpared to the domain services nodel.
For instance, when routers are attached to a single optical network
(i.e., there are no ENNIs), a renmpote router could conmpute an end-to-
end path across the optical internetwork. It can then establish an
LSP across the optical internetwork. But the edge routers must stil
recogni ze that an LSP across the optical internetwork is a
lightpath, or a conduit for nultiple packet-based LSPs.

The concept of "forwardi ng adj acency" can be used to specify virtua
i nks across optical internetworks in routing protocols such as OSPF

[3]. In essence, once a lightpath is established across an optica
i nternetwork between two edge routers, the lightpath can be
advertised as a forwarding adjacency (a virtual |ink) between these

routers. Thus, froma data plane point of view the |lightpaths
result in a virtual overlay between edge routers. The decisions as
to when to create such lightpaths, and the bandw dth managenent for
these lightpaths is identical in both the domain services nodel and
the unified service nodel. The routing and signaling nodels for

uni fied services is described in Sections 5 and 6.

4.3. Wiich Service Mdel?

The relative nmerits of the above service nodels can be debated at

| ength, but the approach recomrended in this framework is to define
routing and signaling nechanisns in support of both nbdels. As noted
above, signaling for service requests can be unified to cover both
nodel s. The devel opnents in GWLS signaling [4] for the unified
service nodel and its adoption for UNI signaling [5, 6] under the
domai n services nodel essentially supports this view The
significant difference between the service nodels, however, is in
routing protocols, as described in Sections 5 and 6.
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4.4. \Wat are the Possible Services?

Speci al i zed services may be built atop the point-to-point
connectivity service offered by the optical network. For exanple,
optical virtual private networks and bandwi dth on demand are sone of
the services that can be envisioned.

4.4.1. Optical Virtual Private Networks (OVPNs)

G ven that the data plane |inks between IP routers over an optica
network amounts to a virtual topology which is an overlay over the
fiber optic network, it is easy to envision a virtual private network
of lightpaths that interconnect routers (or any other set of clients)
bel onging to a single entity or a group of related entities across a
public optical network. Indeed, in the case where the optica

networ k provi des connectivity for nultiple sets of external client
networks, there has to be a way to enforce routing policies that
ensure routing separation between different sets of client networks
(i.e., VPN service).

5. P transport over Optical Networks

To exam ne the architectural alternatives for IP over optica
networks, it is important to distinguish between the data and contro
pl anes. The optical network provides a service to external entities
in the formof fixed bandwi dth transport pipes (optical paths). IP
routers at the edge of the optical networks nust necessarily have
such paths established between them before comruni cation at the IP

| ayer can commence. Thus, the |IP data plane over optical networks is
realized over a virtual topology of optical paths. On the other
hand, I P routers and OXCs can have a peer relation with respect to
the control plane, especially for routing protocols that permt the
dynam ¢ di scovery of | P endpoints attached to the optical network.

The I P over optical network architecture is defined essentially by
the organi zation of the control plane. The assunption in this
franmework is that an | P-based control plane [1] is used, such as
GWLS. Depending on the service nodel (Section 4), however, the
control planes in the IP and optical networks can be | oosely or
tightly coupled. This coupling deternines the follow ng
characteristics:

o0 The details of the topology and routing information advertised by
the optical network across the client interface;

o The level of control that IP routers can exercise in selecting
explicit paths for connections across the optical network;
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o Policies regarding the dynam ¢ provisioning of optical paths
bet ween routers. These include access control, accounting, and
security issues.

The foll owi ng interconnection nodels are then possible:
5.1. Interconnection Mdels
5.1.1. The Peer Mode

Under the peer nodel, the IP control plane acts as a peer of the
optical transport network control plane. This inplies that a single
i nstance of the control plane is deployed over the IP and optica
domains. When there is a single optical network involved and the IP
and optical domains belong to the sane entity, then a comon | GP such
as OSPF or IS-1S, with appropriate extensions, can be used to

di stribute topology information [7] over the integrated I P-optica
network. In the case of OSPF, opaque LSAs can be used to advertise
topol ogy state information. In the case of IS IS, extended TLVs will
have to be defined to propagate topology state infornmation. Mny of
these extensions are occurring within the context of GWLS.

VWen an optical internetwork with nultiple optical networks is
i nvol ved (e.g., spanning different adm nistrative donains), a single
i nstance of an intra-domain routing protocol is not attractive or

even realistic. |In this case, inter-domain routing and signaling
protocols are needed. In either case, a tacit assunption is that a
conmon addressi ng schene will be used for the optical and IP

networks. A common address space can be trivially realized by using
| P addresses in both IP and optical domamins. Thus, the optica
network el ements becone | P addressable entities as noted in [1].

5.1.2. The Overlay Mode

Under the overlay nodel, the IP |l ayer routing, topology distribution,
and signaling protocols are independent of the routing, topol ogy

di stribution, and signaling protocols within the optical donain.

This nodel is conceptually simlar to the classical |P over ATM or
MPQOA nodel s, but applied to an optical internetwork instead. In the
overlay nodel, a separate instance of the control plane (especially
the routing and signaling protocols) would have to be deployed in the
opti cal domain, independent of what exists in the IP domain. 1In
certain circunstances, it may also be feasible to statically
configure the optical channels that provide connectivity for the IP
domain in the overlay nodel. Static configuration can be effected

t hrough network nanagement functions. Static configuration, however,
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is unlikely to scale in very large networks, and nay not support the
rapi d connection provisioning requirements of future highly
conpetitive networking environnents.

5.1.3. The Augnented Mbdde

Under the augnented nodel, there are separate routing instances in
the I P and optical donains, but certain types of information from one
routing instance can be passed through to the other routing instance.
For exanple, external |P addresses could be carried within the
optical routing protocols to allow reachability information to be
passed to I P clients.

The routing approaches corresponding to these interconnection nodels
are described bel ow

5.2. Routing Approaches
5.2.1. Integrated Routing

This routing approach supports the peer nodel within a single

admi ni strative domain. Under this approach, the IP and optica
networ ks are assumed to run the sane instance of an IP routing
protocol, e.g., OSPF with suitable "optical" extensions. These

ext ensi ons nmust capture optical |ink paraneters, and any constraints
that are specific to optical networks. The topology and link state

i nformati on mai ntained by all nodes (OXCs and routers) may be
identical, but not necessarily. This approach permts a router to
conpute an end-to-end path to another router across the optica
networ k. Suppose the path conmputation is triggered by the need to
route a | abel switched path (LSP) in a GWLS environnent. Such an
LSP can be established using GWLS signaling, e.g., RSVP-TE or CR- LDP
with appropriate extensions. |In this case, the signaling protoco
will establish a |ightpath between two edge routers. This |lightpath
is in essence a tunnel across the optical network, and may have
capacity nuch larger than the bandwi dth required to support the first
LSP. Thus, it is essential that other routers in the network realize
the availability of excess capacity within the |ightpath so that
subsequent LSPs between the routers can use it rather than
instantiating a new lightpath. The lightpath may therefore be
advertised as a virtual link in the topol ogy as a neans to address
this issue.

The notion of "forwarding adjacency" (FA) described in [3] is
essential in propagating existing |lightpath information to other
routers. An FA is essentially a virtual link advertised into a |ink
state routing protocol. Thus, an FA could be described by the same
paranmeters that define resources in any regular link. Wile it is
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necessary to specify the mechanismfor creating an FA, it is not
necessary to specify how an FA is used by the routing schenme. Once
an FA is advertised in a link state protocol, its usage for routing
LSPs is defined by the route conputation and traffic engi neering

al gorithms inpl emrent ed.

It should be noted that at the IP-optical interface, the physica
ports over which routers are connected to OXCs constrain the
connectivity and resource availability. Suppose a router Rl is
connected to OXC Ol over two ports, P1 and P2. Under integrated
routing, the connectivity between R1 and Ol over the two ports woul d
have been captured in the link state representation of the network.
Now, suppose an FA at full port bandwidth is created fromRl to
another router R2 over port P1. Wiile this FA is advertised as a
virtual link between Rl and R2, it is also necessary to renove the
link RI-O1 (over Pl) fromthe link state representation since that
port is no | onger available for creating a lightpath. Thus, as FAs
are created, an overlaid set of virtual links is introduced into the
link state representation, replacing the |links previously advertised
at the IP-Optical interface. Finally, the details of the optica
network captured in the link state representation is replaced by a
network of FAs. The above schene is one way to tackle the probl em
Anot her approach is to associate appropriate dynamc attributes with
link state information, so that a link that cannot be used to
establish a particular type of connection will be appropriately

t agged. CGeneral ly, however, there is a great deal of simlarity
bet ween i ntegrated routing and domai n-specific routing (described
next). Both ultimately deal with the creation of a virtua

i ghtpath topol ogy (which is overlaid over the optical network) to
neet certain traffic engineering objectives.

5.2.2. Donmi n-Specific Routing

The donumi n-specific routing approach supports the augnented

i nterconnection nodel. Under this approach, routing within the
optical and I P domains are separated, with a standard routing
protocol running between donmains. This is simlar to the IP inter-
donmain routing nodel. A specific approach for this is considered
next. It is to be noted that other approaches are equally possible.

5.2.2.1. Donmuain-Specific Routing using BGP

The inter-domain IP routing protocol, BGP [8], may be adapted for
exchanging routing information between I P and optical domains. This
woul d allow routers to advertise | P address prefixes within their
network to the optical internetwork and to receive external IP
address prefixes fromthe optical internetwork. The optica
internetwork transports the reachability information fromone IP
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5.

2

network to others. For instance, edge routers and OXCs can run
exterior BGP (EBGP). Wthin the optical internetwork, interior BGP
(IBGP) is may be used between border optical sw tches, and EBGP nay
be used between different networks (over ENNI, Figure 1).

Under this schene, it nmay be necessary to identify the egress points
in the optical internetwork corresponding to externally reachable IP
addresses. To see this, suppose an edge router intends to establish
an LSP to a destination node across the optical internetwork. It may
request a direct lightpath to that destination, w thout explicitly
specifying the egress optical port for the Iightpath because the
optical internetwork has know edge of externally reachable IP
addresses. However, if the sane edge router were to establish
another LSP to a different external destination, then for efficiency
reasons, it may first need to determi ne whether there is an existing
lightpath (with sufficient residual capacity) to the target
destination. For this purpose, it may be necessary for edge routers
to keep track of which egress ports in the optical internetwork |ead
to which external destinations. Thus, a border OXC receiving
external |P prefixes froman edge router through EBGP nust include
its own | P address as the egress point before propagating these
prefixes to other border OXCs or edge routers. An edge router
receiving this informati on need not propagate the egress address
further, but it nust keep the association bet ween external IP
addresses and egress OXC addresses. Wen optical VPNs are

i mpl enent ed, the address prefixes adverti sed by the border OXCs may
be acconpani ed by some VPN specific identification

There are however, some potential negative effects that could result
from domai n-specific routing using BGP in an | PO environment:

o The anmount of information that optical nodes will have to maintain
will not be bound by the size of the optical network anynore, but
wi |l have to include external routes as well.

o The stability of the optical network control plane will no | onger

be dictated solely by the dynam cs enanating within the optica
network, but nay be affected by the dynamics originating from
external routing domains fromwhich external reachability
information is received.

.3. Overlay Routing

The overlay routing approach supports the overlay interconnection
nodel . Under this approach, an overlay mechani smthat allows edge
routers to register and query for external addresses is inplenented.
This is conceptually simlar to the address resol uti on mechani sm used
for 1P over ATM Under this approach, the optical network could
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3.
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i mpl enent a registry that allows edge routers to register |IP
addresses and VPN identifiers. An edge router nmay be allowed to
qguery for external addresses belonging to the sane set of VPNs it
bel ongs to. A successful query would return the address of the
egress optical port through which the external destination can be
reached.

Because | P-optical interface connectivity is linmted, the

det erm nati on of how many |ightpaths nmust be established and to what
endpoints are traffic engineering decisions. Furthernore, after an
initial set of such lightpaths are established, these may be used as
adj acencies within VPNs for a VPN-w de routing schene, for exanple,
OCSPF. Wth this approach, an edge router could first deternine other
edge routers of interest by querying the registry. After it obtains
the appropriate addresses, an initial overlay |ightpath topol ogy may
be formed. Routing adjacencies may then be established across the
i ghtpaths and further routing information may be exchanged to
establ i sh VPN-wi de routing.

Si gnal i ng- Rel at ed
1. The Role of MPLS

It is possible to nodel wavel engths, and potentially TDM channel s
within a wavel ength as "l abels". This concept was proposed in [1],
and "generalized" MPLS (GWPLS) mechanisns for realizing this are
described in [4]. WMPLS signaling protocols with traffic engineering
ext ensi ons, such as RSVP-TE, can be appropriately extended and used
for signaling lightpath requests. These protocols can be adapted for
client/server signaling in the case of the domain services nodel, and
for end-to-end integrated signaling in the case of the unified

servi ces nodel

2. Signaling Mdels

Wth the donai n-services nodel, the signaling control plane in the IP
and optical network are conpletely separate as shown in Figure 3

bel ow. This separation also inplies the separation of |IP and optica
address spaces (even though the optical network woul d be using
internal | P addressing). Wile RSVP-TE and LDP can be adapted for

UNI signaling, the full functionality of these protocols will not be
used. For exanple, UNl signaling does not require the specification
of explicit routes. On the other hand, based on the service
attributes, new objects need to be signal ed using these protocols as
described in [5, 6].
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MPLS Si gnal i ng UNI Signaling MPLS or other signaling
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|

Conpl etely Separated Addressing and Control Pl anes
Figure 3: Domain Services Signaling Mde

Wth the unified services nodel, the addressing is conmmon in the IP
network and optical internetwork and the respective signaling contro
are related, as shown in Figure 4. It is understood that GWLS
signaling is inplemented in the IP and optical donmins, using

sui tably enhanced RSVP-TE or CR-LDP protocols. But the senmantics of
services within the optical internetwork may be different fromthat
inthe P network. As an exanple, the protection services offered in
the optical internetwork may be different fromthe end-to-end
protection services offered by the I P network. Another exanple is
with regard to bandwidth. Wile the IP network nay offer a continuum
of bandwi dths, the optical internetwork will offer only discrete
bandwi dt hs. Thus, the signaling attributes and services are defined
i ndependently for IP and optical domains. The routers at the edge of
the optical internetwork nust therefore identify service boundaries
and performsuitable translations in the signaling nessages crossing
the I P-optical boundary. This may still occur even though the
signaling control plane in both networks are GWLS-based and there is
tighter coupling of the control plane as conmpared to the domain

servi ces nodel
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Conmon Address Space, Service Transl ation
Figure 4: Unified Services Signaling Mde

Thus, as illustrated in Figure 4, the signaling in the case of
unified services is actually nmulti-layered. The layering is based on
the technol ogy and functionality. As an exanple, the specific
adapt ati ons of GWPLS signaling for SONET | ayer (whose functionality
is transport) are described in [10].

5.4. End-to-End Protection Mdels

Suppose an LSP is established froman ingress IP router to an egress
router across an ingress I[P network, a transit optical internetwork
and an egress IP network. |[If this LSP is to be afforded protection
in the IP layer, howis the service coordi nated between the IP and
optical |ayers?

Under this scenario, there are two approaches to end-to-end
protection:

5.4.1. Segnent-Wse Protection

The protection services in the |IP layer could utilize optical |ayer
protection services for the LSP segnent that traverses the optica
internetwork. Thus, the end-to-end LSP would be treated as a
concatenation of three LSP segnents fromthe protection point of
view. a segnment in the ingress |IP network, a segnent in the optica

i nternetwork and a segnment in the egress IP network. The protection
services at the IP layer for an end-to-end LSP nust be mapped onto
sui tabl e protection services offered by the optical internetwork.

Suppose that 1+1 protection is offered to LSPs at the IP |ayer, i.e.
each protected LSP has a pre-established hot stand-by in a 1+1 or 1:1
configuration. |In case of a failure of the primary LSP, traffic can

be i mediately switched to the stand-by. This type of protection can
be realized end-to-end as follows. Wth reference to Figure 5, let
an LSP originate at (ingress) router interface A and term nate at
(egress) router interface F. Under the first protection option, a
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primary path for the LSP nmust be established first. Let this path be
as shown in Figure 5, traversing router interface B in the ingress
network, optical ports C (ingress) and D (egress), and router
interface E in the egress network. Next, 1+1 protection is realized
separately in each network by establishing a protection path between
points A and B, C and D and E and F. Furthernore, the segnments B-C
and D-E nust thensel ves be 1+1 protected, using drop- side
protection. For the segnment between C and D, the optica

i nternetwork nust offer a 1+1 service similar to that offered in the
| P net works.

Figure 5: End-to-End Protection Exanple
5.4.2. Single-Layer Protection

Under this model, the protection services in the IP |ayer do not rely
on any protection services offered in the optical internetwork. Thus,
with reference to Figure 5, two SRLG disjoint LSPs are established
between A and F. The correspondi ng segnents in the optica
internetwork are treated as independent lightpaths in the optica

i nternetwork. These lightpaths may be unprotected in the optica

i nt er net wor k.

5.4.3. Differences

A distinction between these two choices is as follows. Under the
first choice, the optical internetwork is actively involved in end-
to-end protection, whereas under the second choice, any protection
service offered in the optical internetwork is not utilized directly
by client IP network. Also, under the first choice, the protection
in the optical internetwork may apply collectively to a nunber of IP
LSPs. That is, with reference to Figure 5, nany LSPs nmay be
aggregated into a single lightpath between C and D. The optica

i nternetwork protection may then be applied to all of themat once

| eading to sone gain in scalability. Under the second choice, each
| P LSP nust be separately protected. Finally, the first choice
allows different restoration signaling to be inplenented in the IP
and optical internetwork. These restoration protocols are "patched
up" at the service boundaries to realize end-to-end protection. A
further advantage of this is that restoration is entirely contained
within the network where the failure occurs, thereby inproving the
restoration |latency, and perhaps network stability as a fault within
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an optical dommin is contained and corrected within the domain. For
instance, if there is a failure in the optical internetwork, optica
network protocols restore the affected internal segnents. Under the
second choice, restoration signaling is always end-to-end between IP
routers, essentially by-passing the optical internetwork. A result

of this is that restoration |atency could be higher. In addition
restoration protocols in the IP layer must run transparently over the
optical internetwork in the overlay node. |P based recovery

techni ques nmay however be nore resource efficient, as it may be
possi ble to convey traffic through the redundant capacity under
fault-free scenarios. |In particular, it may be possible to utilize
classification, scheduling, and concepts of forwardi ng equival ence
class to route lower class traffic over protect facilities and then
possi bly preenpt themto make way for high priority traffic when
faults occur.

6. | P-based Optical Control Plane |Issues

Provi sioning and restoring |ightpaths end-to-end between | P networks
requi res protocol and signaling support within optical sub-networks,
and across the INNI and ENNI. In this regard, a distinction is nade
bet ween control procedures within an optical sub-network (Figure 1),
bet ween sub- networ ks, and between networks. The general guideline
followed in this framework is to separate these cases, and allow the
possibility that different control procedures are foll owed inside

di fferent sub-networks, while a common set of procedures are foll owed
across sub-networks and networKks.

The control plane procedures within a single vendor sub-network need
not be defined since these can be proprietary. Cearly, it is
possible to follow the same control procedures inside a sub-network
and across sub-networks. But this is sinply a reconmendation within
this framework docunent, rather than an inperative requirenent. Thus,
in the follow ng, signaling and routing across sub-networks is
considered first, followed by a discussion of simlar issues across
net wor ks.

6.1. Addressing

For interoperability across optical sub-networks using an IP-centric
control plane, one of the fundamental issues is that of addressing.
What entities should be identifiable froma signaling and routing
poi nt of view? How shoul d they be addressed? This section presents
sonme high | evel guidelines on this issue.
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Identifiable entities in optical networks include OXCs, optica

l'i nks, optical channels and sub-channels, Shared Ri sk Link G oups
(SRLGs), etc. An issue here is how granular the identification
shoul d be as far as the establishment of optical trails are
concerned. The schene for identification nust acconmpdate the
specification of the termnation points in the optical network with
adequate granularity when establishing optical trails. For instance,
an OXC coul d have many ports, each of which may in turn termnate
many optical channels, each of which contain many sub-channels etc.
It is perhaps not reasonable to assume that every sub-channel or
channel termnation, or even OXC ports could be assigned a unique IP
address. Also, the routing of an optical trail within the network
does not depend on the precise termination point information, but
rather only on the terminating OXC. Thus, finer granularity
identification of ternmination points is of relevance only to the
term nating OXC and not to internedi ate OXCs (of course, resource

al l ocation at each internedi ate point would depend on the granularity
of resources requested). This suggests an identification schene
whereby OXCs are identified by a unique |IP address and a "sel ector™
identifies further fine-grain information of relevance at an OXC
This, of course, does not preclude the identification of these

term nation points directly with | P addresses(with a null selector).
The sel ector can be formatted to have adequate number of bits and a
structure that expresses port, channel, sub-channel, etc,

i dentification.

Wthin the optical network, the establishnent of trail segments

bet ween adj acent OXCs require the identification of specific port,
channel , sub-channel, etc. Wth a GWLS control plane, a | abe
serves this function. The structure of the |abel must be such that
it can encode the required i nformation [10].

Anot her entity that nust be identified is the SRLG[11]. An SRLGis
an identifier assigned to a group of optical links that share a
physi cal resource. For instance, all optical channels routed over
the same fiber could belong to the sane SRLG Similarly, all fibers
routed over a conduit could belong to the sane SRLG  The notabl e
characteristic of SRLGs is that a given link could belong to nore

t han one SRLG, and two links belonging to a given SRLG may

i ndividually belong to two other SRLGs. This is illustrated in
Figure 6. Here, the links 1,2,3 and 4 may belong to SRLG 1, |inks
1,2 and 3 could belong to SRLG 2 and link 4 could belong to SRLG 3.
Simlarly, links 5 and 6 could belong to SRLG 1, and links 7 and 8
could belong to SRLG 4. (In this exanple, the sane SRLG i.e., 1,
contains links fromtwo different adjacencies).
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Wi le the classification of physical resources into SRLGs is a nanua
operation, the assignnment of unique identifiers to these SRLGs
within an optical network is essential to ensure correct SRLG

di sjoint path conputation for protection. SRLGs could be identified
with a flat identifier (e.g., 32 bit integer).

Finally, optical |inks between adjacent OXCs may be bundl ed for
advertisenent into a link state protocol [12]. A bundled interface
may be numbered or unnunbered. In either case, the conmponent |inks
within the bundle nmust be identifiable. 1In concert with SRLG
identification, this information is necessary for correct path
conput ati on.

6.2. Nei ghbor Discovery

Routing within the optical network relies on know edge of network
topol ogy and resource availability. This information may be gat hered
and used by a centralized system or by a distributed |ink state
routing protocol. |In either case, the first step towards network-
wide link state determi nation is the discovery of the status of |oca
links to all neighbors by each OXC. Specifically, each OXC nust
determ ne the up/down status of each optical l|ink, the bandw dth and
ot her parameters of the link, and the identity of the renote end of
the link (e.g., renpte port nunber). The |ast piece of information
is used to specify an appropriate | abel when signaling for lightpath
provi sioning. The determ nation of these paraneters could be based
on a conbi nati on of nmanual configuration and an automated protoco
runni ng between adj acent OXCs. The characteristics of such a

prot ocol woul d depend on the type of OXCs that are adjacent (e.qg.
transparent or opaque).

Nei ghbor di scovery would typically require in-band conmunication on
the bearer channels to determine |ocal connectivity and |ink status.
In the case of opaque OXCs with SONET term nation, one instance of a
nei ghbor di scovery protocol (e.g., LMP [2]) would run on each OXC
port, communicating with the correspondi ng protocol instance at the
nei ghboring OXC. The protocol would utilize the SONET overhead bytes
to transmt the (configured) local attributes periodically to the

nei ghbor. Thus, two nei ghboring switches can automatically determ ne
the identities of each other and the local connectivity, and al so
keep track of the up/down status of |ocal |inks. Neighbor discovery
with transparent OXCs is described in [2].
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Figure 6: Mesh Optical Network with SRLGs
6.3. Topol ogy Di scovery

Topol ogy di scovery is the procedure by which the topol ogy and
resource state of all the links in a network are determned. This
procedure nmay be done as part of a link state routing protocol (e.g.
OSPF, ISIS), or it can be done via the managenment plane (in the case
of centralized path conputation). The inplementation of a link state
protocol within a network (i.e., across sub-network boundaries) neans
that the sane protocol runs in OXCs in every sub-network. |If this
assunption does not hold then interworking of routing between sub-
networks is required. This is simlar to inter-network routing

di scussed in Section 6.7. The focus in the following is therefore on
standardi zed |ink state routing.

In general, nost of the link state routing functionality is

mai nt ai ned when applied to optical networks. However, the
representation of optical links, as well as sone |ink paraneters, are
changed in this setting. Specifically,

o The link state informati on may consi st of |ink bundles [12]. Each
link bundle is represented as an abstract link in the network
topol ogy. Different bundling representations are possible. For
i nstance, the paraneters of the abstract |ink may include the

nunber, bandwi dth and the type of optical links contained in the
underlying link bundle [12]. Al so, the SRLGs corresponding to
each optical link in the bundle may be included as a paraneter.
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o The link state information should capture restoration-rel ated
paranmeters for optical links. Specifically, with shared
protection (Section 6.5), the link state updates nust have
information that allows the computation of shared protection

pat hs.

o A single routing adjacency could be maintai ned between nei ghbors
whi ch may have nultiple optical links (or even nmultiple link
bundl es) between them This reduces the protocol messaging
over head.

o Since link availability information changes dynamcally, a
flexible policy for triggering link state updates based on
availability thresholds may be inmplenented. For instance, changes
in availability of links of a given bandwidth (e.g., OC 48) nay
trigger updates only after the availability figure changes by a
certai n percentage.

These concepts are relatively well-understood. On the other hand,
the resource representation nodels and the topol ogy di scovery process
for hierarchical routing (e.g., OSPF with multiple areas) are areas
that need further work.

6.4. Protection and Restorati on Mdel s

Automatic restoration of lightpaths is a service offered by optica
networks. There could be | ocal and end-to-end nechanisns for
restoration of lightpaths within a network (across the INNI). Loca
mechani sns are used to select an alternate link (or network segnent)
bet ween two OXCs across the INNI when a failure affects the primary
link (or primary network segnent) over which the (protected)
lightpath is routed. Local restoration does not affect the end-to-
end route of the lightpath. When |local restoration is not possible
(e.g., no alternate link is avail abl e between the adjacent OXCs in
guestion), end-to-end restoration may be performed. Under this
scenario this, the affected |lightpath may be rerouted over an
alternate diverse path to circunmvent failed resources. For end-to-
end restoration, alternate paths nay be pre-conputed to expedite the
recovery time. End to end restoration nay also be mixed with | oca
recovery in various ways dependi ng on acceptabl e tradeoffs between
utilization of network resources and recovery times.

End-to-end protection nmay be based on two types of protection
schenes; "1 + 1" protection or shared protection. Under 1 + 1
protection, a back-up path is established for the protected primary
path al ong a physically diverse route. Both paths are active and the
failure along the primary path results in an i medi ate switch-over to
the back-up path. Under shared protection, back-up paths
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correspondi ng to physically diverse primary paths may share the sane
network resources. Wen a failure affects a primary path, it is
assumed that the sane failure will not affect the other primary paths
whose back-ups share resources.

It is possible that different restorati on schenes nmay be inpl enented
within optical sub-networks. It is therefore necessary to consider a
two-1l evel restoration mechanism Path failures within an optica
sub- network coul d be handl ed usi ng procedures specific to the sub-
network. If this fails, end-to-end restoration across sub-networks
could be invoked. The border OXC that is the ingress to a sub-
network can act as the source for restoration procedures within a
sub-network. The signaling for invoking end-to-end restoration
across the INNI is described in Section 6.6.3. The conputation of
the back-up path for end-to-end restorati on may be based on various
criteria. It is assumed that the back-up path is conmputed by the
source OXC, and signal ed using standard net hods.

6.5. Route Computation

The conputation of a primary route for a lightpath within an optica
network is essentially a constraint-based routing problem The
constraint is typically the bandwi dth required for the |ightpath,
perhaps along with admnistrative and policy constraints. The

obj ective of path conputation could be to minimze the total capacity
required for routing lightpaths [13].

Rout e conputation with constraints may be acconplished using a nunber
of algorithnms [14]. Wen 1+1 protection is used, a back-up path that
does not traverse on any link which is part of the same SRLG as |inks
in the primary path nust be computed. Thus, it is essential that the
SRLGs in the primary path be known during alternate path conputation
along with the availability of resources in links that belong to
other SRLGs. This requirement has certain inplications on optica
link bundling. Specifically, a bundled LSA nust include adequate
information such that a renote OXC can determ ne the resource
avai l ability under each SRLG that the bundled |ink refers to, and the
rel ati onship between |inks belonging to different SRLGs in the
bundl e. For example, considering Figure 3, if links 1,2,3 and 4 are
bundl ed together in an LSA, the bundl ed LSA nust indicate that there
are three SRLGs which are part of the bundle (i.e., 1, 2 and 3), and
that links in SRLGs 2 and 3 are also part of SRLG 1.

To encode the SRLG rel ationships in a Iink bundle LSA only links
whi ch belong to exactly the same set of SRLGs must be bundl ed
together. Wth reference to Figure 3, for exanple, two bundl es can
be advertised for |inks between OXCl and OXC2, with the follow ng

i nformation:
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Bundl e No. SRLGs Li nk Type Nunmber Q her Info
1 1,2 OC- 48 3
2 1,3 OC- 192 1 ---

Assumi ng that the above information is avail able for each bundle at
every node, there are several approaches possible for path
conputation. For instance,

1. The primary path can be conputed first, and the (exclusive or
shared) back-up is conmputed next based on the SRLGs chosen for the
primary path. In this regard,

o The primary path conputation procedure can output a series of
bundles the path is routed over. Since a bundle is uniquely
identified with a set of SRLGs, the alternate path can be
conputed right away based on this know edge. In this case, if
the primary path set up does not succeed for |ack of resources
in a chosen bundle, the primary and backup paths nust be
recomnput ed

o It mght be desirable to conpute primary paths w thout choosing

a specific bundle apriori. That is, resource availability over
al |l bundl es between a node pair is taken into account rather
than specific bundle information. 1In this case, the primary

pat h conputation procedure would output a series of nodes the
path traverses. Each OXC in the path woul d have the freedomto
choose the particular bundle to route that segnent of the
primary path. This procedure would increase the chances of
successfully setting up the primary path when link state
information is not up to date everywhere. But the specific
bundl e chosen, and hence the SRLGs in the primary path, nust be
captured during primary path set-up, for exanple, using the
RSVP- TE Route Record Object [15]. This SRLG information is
then used for conputing the back-up path. The back-up path may
al so be established specifying only which SRLGs to avoid in a
gi ven segnent, rather than which bundles to use. This would
maxi m ze the chances of establishing the back-up path.

2. The primary path and the back-up path are computed together in one
step, for exanple, using Suurbaale' s algorithm[16]. In this
case, the paths nmust be conputed using specific bundle
i nformation.

To sumarize, it is essential to capture sufficient information in
link bundle LSAs to accommpdate di fferent path conputation procedures
and to maxim ze the chances of successful path establishnent.
Dependi ng on the path conputation procedure used, the type of support
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needed during path establishnent (e.g., the recording of |ink group
or SRLG information during path establishment) may differ.

VWhen shared protection is used, the route conputation al gorithm nust
take into account the possibility of sharing |inks anong multiple
back-up paths. Under shared protection, the back-up paths
corresponding to SRLG disjoint prinmary paths can be assigned the sane
links. The assunption here is that since the primary paths are not
routed over links that have the same SRLG a given failure wll
affect only one of them Furthernore, it is assuned that multiple
failure events affecting |links belonging to nore than one SRLG wi ||
not occur concurrently. Unlike the case of 1+1 protection, the
back-up paths are not established apriori. Rather, a failure event
triggers the establishment of a single back-up path corresponding to
the affected prinmary path.

The distributed i npl ementation of route conputation for shared back-
up paths require know edge about the routing of all prinmary and
back-up paths at every node. This raises scalability concerns. For
this reason, it nay be practical to consider the centralization of
the route conputation algorithmin a route server that has conplete
know edge of the link state and path routes. Heuristics for fully
di stributed route conputation without conplete know edge of path
routes are to be determned. Path conputation for restoration is
further described in [11].

6.6. Signaling |Issues

Signaling within an optical network for lightpath provisioning is a
relatively sinple operation if a standard procedure is inplenented
within all sub-networks. O herw se, proprietary signaling may be

i mpl emented within sub-networks, but converted back to standard
signaling across the INNI. This is sinmlar to signaling across the
ENNI, as described in Section 6.7. In the forner case, signaling
nmessages may carry strict explicit route information, while in the
latter case the route information should be |oose, at the |evel of
abstraction of sub-networks. Once a route is deternined for a

i ght path, each OXC along the path nust appropriately configure their
cross-connects in a coordinated fashion. This coordination is
conceptual Iy anal ogous to selecting incomng and outgoing labels in a
| abel -swi tched environment. Thus, protocols |ike RSVP-TE [9] may be
adapted and used across the INNI for this purpose. The adaptation of
| P-based signaling protocols nust take into account a nunber of
peculiar attributes of optical networks.

Raj agopal an, et al. I nf or mati onal [ Page 32]



RFC 3717 | P over Optical Networks: A Franmework March 2004

6.6.1. Bi-Directional Lightpath Establishnent

Li ghtpaths are typically bi-directional. That is, the output port

sel ected at an OXC for the forward direction is also the input port
for the reverse direction of the path. Since signaling for optica
paths may be autononpusly initiated by different nodes, it is

possi bl e that two path set-up attenpts are in progress at the sane
time. Specifically, while setting up an optical path, an OXC A may
sel ect output port i which is connected to input port j of the "next"
OXC B. Concurrently, OXC B nay sel ect output port j for setting up a
different optical path, where the "next" OXCis A This results in a
"collision". Simlarly, when WDM functionality is built into OXCs, a
col lision occurs when adjacent OXCs choose directly connected out put
ports and the same wavel ength for two different optical paths. There
are two ways to deal with such collisions. First, collisions may be
detected and the invol ved paths may be torn down and re-established.
O, collisions may be avoi ded al t oget her

6.6.2. Failure Recovery

The inmpact of transient partial failures must be minimzed in an
optical network. Specifically, optical paths that are not directly
affected by a failure nust not be torn down due to the failure. For
exanpl e, the control processor in an OXC may fail, affecting

signal i ng and other internodal control comrunication. Sinmilarly,
the control channel between OXCs nmay be affected tenporarily by a
failure. These failure nmay not affect already established optica
pat hs passing through the OXC fabric. The detection of such failures
by adj acent nodes, for exanple, through a keepalive nechani sm between
signaling peers, nust not result in these optical paths being torn
down.

It is likely that when the above failures occur, a backup processor
or a backup control channel will be activated. The signaling
protocol mnust be designed such that it is resilient to transient
failures. During failure recovery, it is desirable to recover |oca
state at the concerned OXC with | east disruption to existing optica
pat hs.

6.6.3. Restoration

Signaling for restoration has two distinct phases. There is a
reservation phase in which capacity for the protection path is
established. Then, there is an activation phase in which the back-up
path is actually put in service. The former phase typically is not
subject to strict time constraints, while the latter is.
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Signaling to establish a "1+1" back-up path is relatively straight-
forward. This signaling is very simlar to signaling used for
establishing the primary path. Signaling to establish a shared
back-up path is a little bit different. Here, each OXC nust
under st and whi ch back-up paths can share resources anong thensel ves.
The signaling nessage nust itself indicate shared reservation. The
sharing rule is as described in Section 6.4: back-up paths
correspondi ng to physically diverse primary paths may share the sane
network resources. It may therefore be necessary for the signaling
nmessage to carry adequate information that allows an OXC to verify
that appropriateness of having a set of back-up paths sharing
certain.

Under both 1+1 and shared protection, the activation phase has two

parts: propagation of failure information to the source OXC fromthe
poi nt of failure, and activation of the back-up path. The signaling
for these two phases nust be very fast in order to realize response

times in the order of tens of mlliseconds. Wen optical links are
SONET- based, in-band signals may be used, resulting in expedited
response. Wth out-of-band control, it nmay be necessary to consider

fast signaling over the control channel using very short |P packets
and prioritized processing. Wile it is possible to use RSVP or CR-
LDP for activating protection paths, these protocols do not provide
any neans to give priority to restoration signaling as opposed to
signaling for provisioning. For instance, it is possible for a
restoration-rel ated RSVP nessage to be queued behi nd a nunber of
provi si oni ng nessages thereby delaying restoration. It may therefore
be necessary to develop a notion of prioritization for restoration
signaling and incorporate appropriate nmechani snms into existing
signaling protocols to achieve this. Alternatively, a new signaling
nmechani sm nay be devel oped exclusively for activating protection
pat hs during restoration

6.7. Optical Internetworking

Wthin an optical internetwork, it must be possible to dynamically
provi sion and restore |ightpaths across optical networks. Therefore:

0 A standard schene for uniquely identifying |ightpath end-points in
di fferent networks is required.

o A protocol is required for determ ning reachability of end-points
across networks.

o A standard signaling protocol is required for provisioning
I i ght pat hs across networks.
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o A standard procedure is required for the restoration of |ightpaths
across networks.

o Support for policies that affect the flow of control informtion
across networks will be required.

The I P-centric control architecture for optical networks can be
extended to satisfy the functional requirenments of optica

i nternetworking. Routing and signaling interaction between optica
net wor ks can be standardi zed across the ENNI (Figure 1). The
functionality provided across ENNI is as follows.

6.7.1. Neighbor Discovery

Nei ghbor di scovery procedure, as described in Section 6.2, can be
used for this. Indeed, a single protocol should be standardized for
nei ghbor di scovery within and across networKks.

6.7.2. Addressing and Routing Mde

The addressi ng mechani sms described in Section 6.1 can be used to
identify OXCs, ports, channels and sub-channels in each network. It
is essential that the OXC I P addresses are unique within the

i nt er net wor k.

Provi sioning an end-to-end |ightpath across nultiple networks

i nvol ves the establishment of path segments in each network
sequentially. Thus, a path segment is established fromthe source
OXC to a border OXC in the source network. Fromthis border OXC,
signaling across NNI is used to establish a path segnent to a border
OXC in the next network. Provisioning then continues in the next
network and so on until the destination OXC is reached. The usage of
protocols |like BG for this purpose need to be expl ored.

6.7.3. Restoration
Local restoration across the ENNl is simlar to that across | NN
described in Section 6.6.3. End-to-end restoration across networks

is likely to be either of the 1+1 type, or segnented w thin each
networ k, as described in Section 6.4.
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7. Oher |ssues
7.1. VWM and TDMin the Sanme Network

A practical assunption would be that if SONET (or sone other TDM
nmechani smthat is capable partitioning the bandw dth of a wavel ength)
is used, then TDMis | everaged as an additional nethod to
differentiate between "flows". |In such cases, wavel engths and tine
interval s (sub-channels) within a wavel ength become anal ogous to

| abel s (as noted in [1]) which can be used to make swi tching
decisions. This would be sonewhat akin to using VPI (e.g.

wavel ength) and VCI (e.g., TDM sub-channel) in ATM networks. More
generally, this will be akin to | abel stacking and to LSP nesting
within the context of Milti-Protocol Lanbda Switching [1]. GWLS
signaling [4] supports this type of multiplexing.

7.2. \WWavel ength Conversion

Sone form of wavel ength conversion may exist at sonme swi tching

el enents. This however may not be the case in sonme pure optica
switching elements. A switching elenment is essentially anything nore
sophi sticated than a sinple repeater, that is capable of switching
and converting a wavel ength Lanbda(k) froman input port to a

wavel ength Lanbda(l) on an output port. In this display, it is not
necessarily the case that Lanbda(k) = Lanbda(l), nor is it
necessarily the case that the data carried on Lanbda(k) is switched
through the device w thout being exam ned or nodified.

It is not necessary to have a wavel ength converter at every sw tching
el ement. A nunber of studies have attenpted to address the issue of
the val ue of wavel ength conversion in an optical network. Such
studies typically use the blocking probability (the probability that
a lightpath cannot be established because the requisite wavel engths
are not available) as a netric to adjudicate the effectiveness of
wavel engt h conversion. The IP over optical architecture nust take
into account hybrid networks with sone OXCs capabl e of wavel ength
conversion and others incapable of this. The GWLS "l abel set"
nmechani sm [ 4] supports the selection of the sane |abel (i.e.

wavel engt h) across an NN

7.3. Service Provider Peering Points

There are proposed inter-network interconnect nodels which all ow
certain types of peering relationships to occur at the optical |ayer.
This is consistent with the need to support optical |ayer services

i ndependent of higher |layers payloads. |In the context of I|IP over
optical networks, peering relationships between different trust
domains will eventually have to occur at the IP layer, on IP routing
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el enents, even though non-1P paths may exist between the peering
routers.

7.4. Rate of Lightpath Set-Up

Dynam c establishment of optical channel trails and |ightpaths is
quite desirable in I P over optical networks, especially when such
instantiations are driven by a stable traffic engineering contro
system or in response to authenticated and authorized requests from
clients.

However, there are nmany proposal s suggesting the use of dynamc

dat a-driven shortcut-lightpath setups in I P over optical networks.
The argurments put forth in such proposals are quite rem ni scent of
simlar discussions regardi ng ATM depl oynent in the core of IP
networ ks. Depl oyment of highly dynam c data driven shortcuts within
core networks has not been wi dely adopted by carriers and I SPs for a
nunber of reasons: possible CPU overhead in core network el enents,
conpl exity of proposed solutions, stability concerns, and | ack of
true economic drivers for this type of service. This docunent
assunes that this paradigmw Il not change and that highly dynamc,
dat a-driven shortcut lightpath setups are for future investigation.
Instead, the optical channel trails and |ightpaths that are expected
to be widely used at the initial phases in the evolution of IP over
optical networks will include the follow ng:

o Dynanmic connections for control plane traffic and default path
routed data traffic,

o Establishnent and re-arrangenment of arbitrary virtual topol ogies
over rings and other physical |ayer topol ogies.

o Use of stable traffic engineering control systens to engi neer
I i ght path connections to enhance network perfornance, either for
explicit demand based QoS reasons or for |oad bal ancing).

Q her issues surroundi ng dynam ¢ connection setup within the core
center around resource usage at the edge of the optical donain. One
potential issue pertains to the nunber of flows that can be processed
by an ingress or egress network el ement either because of aggregate
bandwi dth |imtations or because of a limtation on the nunmber of
flows (e.g., lightpaths) that can be processed concurrently.

Anot her possible short termreason for dynam c shortcut |ightpath
setup would be to quickly pre-provision paths based on sonme criteria
(e.g., a corporate executive wants a high bandwi dth reliable
connection, etc.). In this scenario, a set of paths can be pre-
provi si oned, but not actually instantiated until the custoner
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initiates an authenticated and authorized setup requests, which is
consi stent with existing agreenents between the provider and the
custonmer. In a sense, the provider may have already agreed to supply
this service, but will only instantiate it by setting up a |ightpath
when the customer submits an explicit request.

7.5. Distributed vs. Centralized Provisioning

Thi s docunent has mainly dealt with a distributed nodel for |ightpath
provisioning, in which all nodes maintain a synchronized topol ogy

dat abase, and advertise topology state information to maintain and
refresh the database. A constraint-based routing entity in each node
then uses the information in the topol ogy database and ot her rel evant
details to conpute appropriate paths through the optical donmain

Once a path is conputed, a signaling protocol (e.g., [9]) is used to
instantiate the |ightpath.

Anot her provisioning nodel is to have a centralized server which has
conpl ete know edge of the physical topol ogy, the avail able
wavel engt hs, and where applicable, relevant tinme domain information

A corresponding client will reside on each network el ement that can
source or sink a lightpath. The source client would query the server
in order to set up a lightpath fromthe source to the destination
The server would then check to see if such a lightpath can be
establ i shed based on prevailing conditions. Furthernore, depending
on the specifics of the nodel, the server may either setup the
lightpath on behalf of the client or provide the necessary
information to the client or to sone other entity to allow the
lightpath to be instantiated.

Centralization aids in inplementing conplex capacity optim zation
schenmes, and may be the near-term provisioning solution in optica
networks with interconnected multi-vendor optical sub-networks. In
the long term however, the distributed solution with centralization
of some control procedures (e.g., traffic engineering) is likely to
be the approach foll owed.

7.6. Optical Networks with Additional Configurable Conponents

Thus far, this meno has focused mainly on I P over optical networks
where the cross-connect is the basic dynamically re-configurable
device in the optical network. Recently, as a consequence of
technol ogy evol ution, various types of re-configurable optica
conponents are now avail abl e, including tunable |asers, tunable
filters, etc. Under certain circunstances, it nmay be necessary to
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paraneterize the characteristics of these conponents and adverti se
them within the control plane. This aspect is left for further
st udy.

7.7. Optical Networks with Limted Wavel engt h Conversion Capability

At the time of the witing of this docunent, the majority of optica
net wor ks bei ng depl oyed are "opaque". In this context the term
opaque neans that each link is optically isolated by transponders
doi ng optical -electrical -optical conversions. Such conversions have
the added benefit of permitting 3R regeneration. The 3Rs refer to
re-power, signal retimng and reshaping. Unfortunately, this
regeneration requires that the underlying optical equi pmrent be aware
of both the bit rate and frane format of the carried signal. These
transponders are quite expensive and their |ack of transparency
constrains the rapid introduction of new services [17]. Thus there
are strong notivators to introduce "domai ns of transparency” wherein
al | -optical networking equi pnent would transport data unfettered by
t hese drawbacks.

Thus, the issue of IP over optical networking in all optical sub-
net wor ks, and sub-networks with Iinited wavel ength conversion
capability merits special attention. In such networks, transm ssion
impairnments resulting fromthe peculiar characteristics of optica
conmuni cati ons conplicate the process of path selection. These
transm ssion inpairnents include | oss, noise (due prinmarily to

anplifier spontaneous enission -- ASE), dispersion (chromatic
di spersion and pol ari zati on node di spersion), cross-talk, and non-
linear effects. |In such networks, the feasibility of a path between

two nodes is no longer sinply a function of topol ogy and resource
availability but will also depend on the accumrul ati on of inpairnents
along the path. [|f the inpairment accunulation is excessive, the
optical signal to noise ratio (OSNR) and hence the electrical bit
error rate (BER) at the destination node nay exceed prescribed
threshol ds, making the resultant optical channel unusable for data
conmuni cati on. The challenge in the devel opnment of |P-based contro
pl ane for optical networks is to abstract these peculiar
characteristics of the optical layer [17] in a generic fashion, so
that they can be used for path computation

8. Evolution Path for IP over Optical Architecture

The architectural nodels described in Section 5 inply a certain
degree of inplenentation conplexity. Specifically, the overlay node
was described as the |east conplex for near term depl oynment and the
peer nodel the nobst conplex. Nevertheless, each nodel has certain
advant ages and this raises the question as to the evolution path for
| P over optical network architectures.
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The evol uti on approach recomended in this framework is the
definition of capability sets that start with sinmpler functionality

in the beginning and include nore conplex functionality later. In
this regard, it is realistic to expect that initial |IP over optica
depl oyments will be based on the domain services nodel (with overlay

i nterconnection), with no routing exchange between the I P and optica
domai ns. Under this nodel, direct signaling between I[P routers and
optical networks is likely to be triggered by offline traffic

engi neering decisions. The next step in the evolution of IP-optica
interaction is the introduction of reachability information exchange
between the two domains. This would potentially allow lightpaths to
be established as part of end-to-end LSP set-up. The final phase is
the support for the full peer nopdel with nore sophisticated routing
i nteraction between |P and optical donmains.

Usi ng a conmon signaling franework (based on GWLS) fromthe
beginning facilitates this type of evolution. 1In this evolution, the
signaling capability and senantics at the |P-optical boundary would
becorme nore sophisticated, but the basic structure of signaling would
remain. This would allowincrenental devel opments as the

i nterconnecti on nodel becones nore sophisticated, rather than

conpl ete re-devel opment of signaling capabilities.

Froma routing point of view, the use of Network Managenent Systens
(NVs) for static connection nanagenent is prevalent in | egacy optica
networks. Going forward, it can be expected that connection routing
using the control plane will be gradually introduced and integrated
into operational infrastructures. The introduction of routing
capabilities can be expected to occur in a phased approach

It is likely that in the first phase, service providers will either
upgrade existing |local el enent nanagenent (EMS) software with
addi ti onal control plane capabilities (and perhaps the hardware as
well), or upgrade the NVS software in order to introduce some degree
of automation within each optical subnetwork. For this reason, it
may be desirable to partition the network into subnetworks and
introduce IGP interoperability within each subnetwork (i.e., at the
I-NNI level), and enploy either static or signaled interoperability
bet ween subnetworks. Consequently, it can be envisioned that the
first phase in the evolution towards network | evel control plane
interoperability in I[P over Optical networks will be organized around
a system of optical subnetworks which are interconnected statically
(or dynamically in a signaled configuration). During this phase, an
overlay interconnection nodel will be used between the optica
network itself and external |IP and MPLS routers (as described in
Section 5.2.3).
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Progressing with this phased approach to | PO routing

interoperabibility evolution, the next level of integration will be
achi eved when a single carrier provides dynam c optical routing
i nteroperability between subnetworks and between domains. In order

to beconme conpl etely independent of the network sw tching capability
wi t hi n subnetworks and across donmains, routing information exchange

nmay need to be enabled at the UNI level. This would constitute a
significant evolution: even if the routing instances are kept
separate and i ndependent, it would still be possible to dynamically

exchange reachability and other types of routing information. Another
nore sophisticated step during this phase is to introduce dynam c
routing at the E-NNI level. This means that any nei ghboring networks
(i ndependent of internal swtching capability) would be capable of
exchanging routing information with peers across the E-NN.

Anot her alternative would be for private networks to bypass these
internedi ate steps and directly consider an integrated routing node
fromthe onset. This direct evolution strategy is realistic, but is
nore |ikely to occur in operational contexts where both the IP (or
MPLS) and optical networks are built sinultaneously, using equiprent
froma single source or fromnultiple sources that are closely
affiliated. |In any case, due to the current |ack of operationa
experience in managi ng this degree of control plane interaction in a
het er ogeneous network (these issues nmay exist even if the hardware
and software originate fromthe sane vendor), an augnmented nodel is
likely to be the nost viable initial option. Alternatively, a very
nodul ar or hierarchical peer nodel may be contenplated. There may be
ot her chall enges (not just of a technical, but also adm nistrative
and even political issues) that may need to be resolved in order to
achieve full a peer nbdel at the routing level in a nmulti-technol ogy
and nmulti-vendor environment. Utimtely, the main technica

i mprovenent would likely arise fromefficiencies derived fromthe
integration of traffic-engineering capabilities in the dynamc

i nter-domain routing environnents.

9. Security Considerations

The architectural framework described in this docunent requires a
nunber of different protocol mechanisnms for its realization
Specifically, the role of neighbor discovery, routing, and signaling
protocol s were highlighted in previous sections. The genera
security issues that arise with these protocols include:

0 The authentication of entities exchanging information (e.g.

signaling, routing, or |link managenent) across a contro
i nterface;
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o Ensuring the integrity of the information exchanged across the
i nterface;

0 Protection of the control nechanisns fromintrusions and ot her
nodes of outside interference.

Because optical connections may carry high volunes of traffic and are
general ly quite expensive, nechanisns are required to safeguard
optical networks against intrusions and unauthorized utilization of
networ k resources.

In addition to the security aspects relating to the control plane,
the data plane nmust also be protected fromexternal interference.

An inmportant consideration in optical networks is the separation of
control channels fromdata channels. This decoupling inplies that
the state of the bearer channels carrying user traffic cannot be
inferred fromthe state of the control channels. Simlarly, the
state of the control channels cannot be inferred fromthe state of
the data channels. The potential security inplications of this
decoupl i ng should be taken into account in the design of pertinent
control protocols and in the operation of |PO networks.

Anot her issue in | PO networks concerns the fact that the underlying
optical network elements nay be invisible to I P client nodes,
especially in the overlay nodel. This means that traditional IP
tools such as traceroute cannot be used by client |IP nodes to detect
attacks within the optical domain.

For the aforenentioned reasons, the output of the routing protoco
security (RPSEC) efforts within the | ETF should be considered in the
desi gn of control protocols for optical networks.

In Section 2, the concept of a trust domain was defined as a network
under a single technical admnistration in which adequate security
neasures are established to prevent unauthorized intrusion from
outside the domain. It should be strongly noted that within a trust
domai n, any subverted node can send control messages which can
conprom se the entire network.

9.1. Ceneral security aspects

Conmruni cati on protocols usually require two main security mechani sms:
aut hentication and confidentiality. Authentication nmechani snms ensure
data origin verification and nmessage integrity so that intrusions and
unaut hori zed operati ons can be detected and mtigated. For exanple,
with reference to Figure 1, nessage authentication can prevent a
malicious IP client frommunting a denial of service attack agai nst
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the optical network by invoking an excessive nunber of connection
creation requests across the UNIl interface. Another inportant
security consideration is the need to reject replayed contro
packets. This capability can assist in countering some fornms of
deni al of service attacks. Replay protection provides a form of
partial sequence integrity, and can be inplenented in conjunction
wi th an authentication mechani sm

Confidentiality of signaling nmessages is also desirable, especially
in scenari os where nmessage attributes between comunicating entities
i nclude sensitive or private information. Exanples of such
attributes include account nunbers, contract identification
information, and sinmilar types of private data.

The case of equi pnent that are not co-located presents increased
security threats. In such scenarios, the comunicating entities
engaged i n protocol nessage transactions may be connected over an
external network. GCenerally, the external network may be outside the
span of control of the optical network (or client |IP network)

adm nistrators. As a result, the protocol nessages may be subject to
i ncreased security threats, such as address spoofing, eavesdropping,
and intrusion. To mitigate such threats, appropriate security
mechani sns must be enployed to protect the control channels and
associ ated signaling and routing nessages.

Requests for optical connections fromclient networks nust al so be
filtered using appropriate policies to protect against security

i nfringenments and excess resource consunption. Additionally, there
may be a need for confidentiality of SRLGs in some circumnstances.

Optical networks may al so be subject to subtle forns of denial of
service attacks. An exanple of this would be requests for optica
connections with explicit routes that induce a high degree of

bl ocki ng for subsequent requests. This aspect m ght require sone
gl obal coordination of resource allocation

Anot her related formof subtle denial of service attack coul d occur
when i nprobabl e optical paths are requested (i.e., paths within the
network for which resources are insufficiently provisioned). Such
requests for inprobable paths may consune ports on optical sw tching
elements within the network resulting in denial of service for
subsequent connection requests.
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9.

10.

11.

2. Security Considerations for Protocol Mechanisns

The security requirements for |IP-centric control protocols enployed
in the control plane of optical networks woul d depend on the specific
characteristics of the protocols and the security risks that exist in
a particular operational context. Such details relating to
particul ar operational contexts are beyond the scope of this docunent
and hence are not considered further. Nevertheless, it must be
stated that such control protocols nust take into account the issues
associ ated with the separation of control channels from data channel s
in switched optical networks, and the magnitude and extent of service
interruptions within the IP domain that could result from outages
emanating fromthe optical domain.

Sunmary and Concl usi ons

The obj ective of this docunment was to define a framework for I P over
optical networks, considering the service nodels, and routing and
signaling issues. There are a diversity of choices for |IP-optica
control interconnection, service nodels, and protocol nechani sns. The
approach advocated in this docunment was to support different service
nodel s which allow for future enhancenments, and define conpl ementary
signaling and routing nechani sns to enable these capabilities. An
evol utionary scenario, based on a conmon signaling framework (e.g.
based on GWPLS) was suggested, with the capability to increase the
conplexity of interworking functionality as the requirenments becone
nore sophisticated. A key aspect of this evolutionary principle is
that the I P-optical control and service interaction is first based on
the domain services nodel with overlay interconnection that wll
eventual |y evolve to support full peer interaction
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