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1. Definitions

1.1.

Conventions used in this docunent
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The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119 [1].
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1.2. Termnol ogies

A set of terminology associated with the ForCES requirenents is
defined in [4] and we only include the definitions that are npst
rel evant to this docunent here.

Addressabl e Entity (AE) - An entity that is directly addressable

gi ven sone interconnect technol ogy. For exanple, on |P networks, it
is a device to which we can comuni cate using an | P address; on a
switch fabric, it is a device to which we can conmuni cate using a
switch fabric port nunber.

Physi cal Forwardi ng El enent (PFE) - An AE that includes hardware used
to provide per-packet processing and handling. This hardware may
consist of (but is not limted to) network processors, ASICs
(Application-Specific Integrated Circuits), or general purpose
processors, installed on line cards, daughter boards, mezzanine
cards, or in stand-al one boxes.

PFE Partition - A logical partition of a PFE consisting of some
subset of each of the resources (e.g., ports, nenory, forwarding
table entries) available on the PFE. This concept is anal ogous to
that of the resources assigned to a virtual sw tching el ement as
described in [9].

Physi cal Control Elenent (PCE) - An AE that includes hardware used to
provide control functionality. This hardware typically includes a
general purpose processor

PCE Partition - A logical partition of a PCE consisting of sone
subset of each of the resources avail able on the PCE

Forwardi ng Element (FE) - A logical entity that inplements the ForCES
Protocol. FEs use the underlying hardware to provi de per-packet
processi ng and handling as directed by a CE via the ForCES Protocol
FEs may happen to be a single blade (or PFE), a partition of a PFE

or multiple PFEs.

Control Element (CE) - A logical entity that inplements the ForCES
Protocol and uses it to instruct one or nmore FES on how to process
packets. CEs handle functionality such as the execution of contro
and signaling protocols. CEs may consist of PCE partitions or whole
PCEs.

For CES Network Elenent (NE) - An entity conposed of one or nore CEs
and one or nore FEs. An NE usually hides its internal organization
fromexternal entities and represents a single point of managenent to
entities outside the NE
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Pre-associ ati on Phase - The period of tinme during which an FE Manager
(see below) and a CE Manager (see below) are determ ni ng whether an
FE and a CE should be part of the sane network elenent. It is
possi bl e for sone elenents of the NE to be in pre-associati on phase
whil e other elenments are in the post-association phase.

Post - associ ati on Phase - The period of tinme during which an FE knows
which CE is to control it and vice versa, including the tine during
whi ch the CE and FE are establishing comruni cati on with one anot her

For CES Protocol - VWiile there may be multiple protocols used wthin
the overall ForCES architecture, the term"ForCES Protocol" refers
only to the ForCES post-associ ati on phase protocol (see bel ow).

For CES Post - Associ ati on Phase Protocol - The protocol used for post-
associ ati on phase conmuni cati on between CEs and FEs. This protoco
does not apply to CE-to-CE comunication, FE-to-FE comrunication, or
to communi cati on between FE and CE managers. The ForCES Protocol is
a master-slave protocol in which FEs are slaves and CEs are nmsters.
This protocol includes both the managenent of the comunication
channel (e.g., connection establishnent, heartbeats) and the contro
nmessages themsel ves. This protocol could be a single protocol or
could consist of nultiple protocols working together, and may be

uni cast or nulticast based. A separate protocol docunment wll
specify this infornmation.

FE Manager - A logical entity that operates in the pre-association
phase and is responsible for deternmining to which CE(s) an FE shoul d
conmuni cate. This process is called CE discovery and may involve the
FE manager | earning the capabilities of available CEs. An FE nmanager
may use anything froma static configuration to a pre-association
phase protocol (see below) to determine which CE(s) to use; however,
this is currently out of scope. Being a logical entity, an FE
manager night be physically conmbined with any of the other |ogica
entities nentioned in this section

CE Manager - A logical entity that operates in the pre-association
phase and is responsible for deternmining to which FE(s) a CE should
comuni cate. This process is called FE discovery and may invol ve the
CE manager learning the capabilities of available FEs. A CE nanager
may use anything froma static configuration to a pre-associ ation
phase protocol (see below) to deternmi ne which FE to use; however,
this is currently out of scope. Being a logical entity, a CE manager
m ght be physically conbined with any of the other logical entities
mentioned in this section
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Pre-associ ati on Phase Protocol - A protocol between FE nanagers and
CE managers that is used to determi ne which CEs or FEs to use. A
pre-associ ati on phase protocol nmay include a CE and/or FE capability
di scovery nechanism Note that this capability discovery process is
whol |y separate from (and does not replace) that used within the

For CES Protocol. However, the two capability discovery nmechani sms
may utilize the sane FE nodel

FE Model - A nodel that describes the |ogical processing functions of
an FE.

For CES Protocol Elenment - An FE or CE.

Intra-FE topology - Representation of how a single FE is realized by
conbi ni ng possibly multiple [ogical functional blocks along multiple
data paths. This is defined by the FE nodel

FE Topol ogy - Representation of howthe multiple FEs in a single NE
are interconnected. Sonetines it is called inter-FE topology, to be
di stingui shed fromintra-FE topol ogy used by the FE nodel

Inter-FE topol ogy - See FE Topol ogy.
2. Introduction to Forwardi ng and Control El enent Separation (ForCES)

An I P network el ement (NE) appears to external entities as a
nonol i thic piece of network equiprment, e.g., a router, NAT, firewall
or |load balancer. Internally, however, an IP network el enent (NE)
(such as a router) is conposed of nunerous |ogically separated
entities that cooperate to provide a given functionality (such as
routing). Two types of network el ement conponents exist: contro
elenent (CE) in control plane and forwarding element (FE) in
forwardi ng plane (or data plane). Forwarding elenments are typically
ASI C, networ k-processor, or general -purpose processor-based devices
that handl e data path operations for each packet. Control elenents
are typically based on general -purpose processors that provide
control functionality, like routing and signaling protocols.

ForCES ainms to define a framework and associated protocol (s) to
standardi ze i nformati on exchange between the control and forwarding
pl ane. Having standard mechani snms all ows CEs and FEs to becone
physical |y separated standard conponents. This physical separation
accrues several benefits to the ForCES architecture. Separate
conponents woul d al |l ow conponent vendors to specialize in one
conponent wi t hout having to become experts in all components.
Standard protocol also allows the CEs and FEs from different
conponent vendors to interoperate with each other and hence it
beconmes possible for systemvendors to integrate together the CEs and
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FEs fromdifferent conponent suppliers. This interoperability
translates into increased design choices and flexibility for the
system vendors. Overall, ForCES will enable rapid innovation in both
the control and forwardi ng planes while maintaining interoperability.
Scalability is also easily provided by this architecture in that

addi tional forwarding or control capacity can be added to existing
network el ements without the need for forklift upgrades.

| Control Blade A | | Control Blade B |
I (CB) I I (CB)
"""" Ao A
| I I
|V I v

N N N
|| || ||
|V |V |V
| Rout er | | Rout er | | Rout er |
| Bl ade #1 | | Bl ade #2 | | Bl ade #N
| (FE) | | (FE) | | (FE) |
N A A
|| || ||
|V |V |V

Figure 1. A router configuration exanple with separate bl ades.

One exanpl e of such physical separation is at the blade |level. Figure
1 shows such an exanple configuration of a router, with two contro
bl ades and multiple forwardi ng bl ades, all interconnected into a
switch fabric backplane. |In such a chassis configuration, the
control blades are the CEs while the router blades are the FEs, and
the switch fabric backpl ane provi des the physical interconnect for
all the blades. Control blade A nmay be the primary CE while contro
bl ade B may be the backup CE providing redundancy. It is also
possi ble to have a redundant switch fabric for high availability
support. Routers today with this kind of configuration use
proprietary interfaces for nessagi ng between CEs and FEs. The goa
of ForCES is to replace such proprietary interfaces with a standard
protocol. Wth a standard protocol |ike ForCES inplenmented on al

bl ades, it becones possible for control blades fromvendor X and
forwardi ng bl ades fromvendor Y to work seam essly together in one
chassi s.
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| CE1 | | CE2 |
N -
| |
Y Y
N N N
| | |
Y Y Y
| FE#1| | FE#2| | FE#n |
A N A
|| || ||
|V |V |V

Figure 2. A router configuration exanple with separate boxes.

Anot her | evel of physical separation between the CEs and FEs can be
at the box level. |In such a configuration, all the CEs and FEs are
physi cal |y separated boxes, interconnected with some kind of high
speed LAN connection (like G gabit Ethernet). These separated CEs
and FEs are only one hop away from each other within a |l ocal area
network. The CEs and FEs comuni cate to each ot her by running

For CES, and the collection of these CEs and FEs toget her beconme one
routing unit to the external world. Figure 2 shows such an exanple.

In both exanpl es shown here, the same physical interconnect is used
for both CE-to-FE and FE-to-FE communi cation. However, that does not
have to be the case. One reason to use different interconnects is
that the CE-to-FE interconnect does not have to be as fast as the
FE-to-FE interconnect, so the nore faster and nore expensive
connections can be saved for FE-to-FE. The separate interconnects
may al so provide reliability and redundancy benefits for the NE

Sone exanples of control functions that can be inmplenented in the CE
i ncl ude routing protocols like RIP, OSPF, and BGP, control and
signaling protocols |ike RSVP (Resource Reservation Protocol), LDP
(Label Distribution Protocol) for MPLS, etc. Exanples of forwarding
functions in the FE include LPM (Il ongest prefix match) forwarder
classifiers, traffic shaper, neter, NAT (Network Address
Translators), etc. Figure 3 provides exanple functions in both CE
and FE. Any given NE may contain one or many of these CE and FE
functions init. The diagramalso shows that the ForCES Protocol is
used to transport both the control nmessages for ForCES itself and the
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dat a packets that are originated/ destined fromito the contro
functions in the CE (e.g., routing packets). Section 4.2.4 provides
nore detail on this.

| | | | |
|OSPF |RIP |BGP |RSVP |LDP  |. . . |

N N

For CES | | dat a

control | | packet s

nessages| | (e.g., routing packets)
v Vv

Fi gure 3. Examples of CE and FE functi ons.

A set of requirenents for control and forwarding separation is
identified in [4]. This docunent describes a ForCES architecture
that satisfies the architectural requirenents of [4] and defines a
framework for ForCES network el ements and the associated entities to
facilitate protocol definition. Wenever necessary, this document
uses nmany exanples to illustrate the i ssues and/or possible solutions
in ForCES. These exanples are intended to be just exanples, and
shoul d not be taken as the only or definite ways of doing certain
things. It is expected that a separate docurment will be produced by
the For CES working group to specify the ForCES Protocol

3. Architecture

This section defines the ForCES architectural franework and the
associ ated | ogi cal conponents. This ForCES framework defines
conponents of For CES NEs, including several ancillary components.
These conponents may be connected in different kinds of topologies
for flexible packet processing.
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-------------- Fc | ----emeee-- e
| CE Manager |[--------- +- | CE 1 [------ | CE 2 ||
-------------- | | P |
| | e e |
| F | |1 Fp / |
| | Fp|  |---------- | |
I I I |/ I
I I I I I
I I I Fp I----1 I
I I N / I I
-------------- | N R S
| FE Manager |[--------- +- | FE 1 | Fi | FE 2 | |
-------------- | | | ------] |
R il I
I I I I I I
T T B NI g
I I
I I I I
Fi/f Fi/f

Fp: CE-FE interface

Fi: FE-FE interface

Fr: CE-CE interface

Fc: Interface between the CE Manager and a CE

Ff: Interface between the FE Manager and an FE

Fl: Interface between the CE Manager and the FE Manager
Fi/f: FE external interface

Figure 4. ForCES Architectural D agram

The diagramin Figure 4 shows the |ogical conmponents of the ForCES
architecture and their rel ationships. There are two kinds of
conponents inside a ForCES network el enent: control element (CE) and
forwarding element (FE). The framework allows nultiple instances of
CE and FE inside one NE. Each FE contains one or nore physical nedia
interfaces for receiving and transnitting packets fromto the
external world. The aggregation of these FE interfaces becomes the
NE's external interfaces. |In addition to the external interfaces,
there nust al so exist sone kind of interconnect within the NE so that
the CE and FE can comunicate with each other, and one FE can forward
packets to another FE. The diagram al so shows two entities outside
of the ForCES NE: CE Manager and FE Manager. These two ancillary
entities provide configuration to the corresponding CE or FE in the
pre-associ ati on phase (see Section 4.1).
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For conveni ence, the logical interactions between these conponents
are | abel ed by reference points Fp, Fc, Ff, Fr, FI, and Fi, as shown
in Figure 4. The FE external interfaces are |labeled as Fi/f. More
detail is provided in Section 3 and 4 for each of these reference
points. All these reference points are inportant in understanding
the For CES architecture, however, the ForCES Protocol is only defined
over one reference point -- Fp.

The interface between two ForCES NEs is identical to the interface
bet ween two conventional routers and these two NEs exchange the

prot ocol packets through the external interfaces at Fi/f. ForCES NEs
connect to existing routers transparently.

3.1. Control Elenents and Fr Reference Point

It is not necessary to define any protocols across the Fr reference
point to enable control and forwardi ng separation for sinple
configurations like single CE and nultiple FEs. However, this
architecture pernmits nultiple CEs to be present in a network el enent.
In cases where an inplenmentation uses multiple CEs, the invariant
that the CEs and FEs together appear as a single NE nust be

mai nt ai ned.

Multiple CEs nmay be used for redundancy, |oad sharing, distributed
control, or other purposes. Redundancy is the case where one or nore
CEs are prepared to take over should an active CE fail. Load sharing
is the case where two or more CEs are concurrently active and any
request that can be serviced by one of the CEs can al so be serviced
by any of the other CEs. For both redundancy and | oad sharing, the
CEs involved are equivalently capable. The only difference between
these two cases is in terns of how many active CEs there are

si mul taneously. Distributed control is the case where two or nore
CEs are concurrently active but certain requests can only be serviced
by certain CEs.

When nmultiple CEs are enployed in a ForCES NE, their interna

organi zation is considered an inplenentation issue that is beyond the
scope of ForCES. CEs are wholly responsible for coordinating anongst
thenselves via the Fr reference point to provide consistency and
synchroni zati on. However, ForCES does not define the inplementation
or protocols used between CEs, nor does it define howto distribute
functionality among CEs. Nevertheless, ForCES will support
nmechani sns for CE redundancy or fail over, and it is expected that
vendors will provide redundancy or fail over solutions within this

f ramewor k
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3.2. Forwarding Elenents and Fi reference point

An FE is a logical entity that inplenments the ForCES Protocol and
uses the underlying hardware to provi de per-packet processing and
handling as directed by a CE. It is possible to partition one
physical FE into multiple logical FEs. It is also possible for one
FE to use nmultiple physical FEs. The mappi ng between physical FE(s)
and | ogical FE(s) is beyond the scope of ForCES. For exanple, a

| ogi cal partition of a physical FE can be created by assigning sone
portion of each of the resources (e.g., ports, nenory, forwarding
table entries) available on the ForCES physical FE to each of the

| ogical FEs. Such a concept of FE virtualization is anal ogous to a
virtual switching elenent as described in [9]. |If FE virtualization
occurs only in the pre-association phase, it has no inpact on ForCES.
However, if FE virtualization results in a resource change taken from
an existing FE (already participating in ForCES post-association
phase), the ForCES Protocol needs to be able to informthe CE of such
a change via asynchronous nessages (see [4], Section 5, requirenent
#6) .

FEs performall packet processing functions as directed by CEs. FEs
have no initiative of their own. Instead, FEs are slaves and only do
as they are told. FEs may comunicate with one or nore CEs
concurrently across reference point Fp. FEs have no notion of CE
redundancy, |oad sharing, or distributed control. Instead, FEs
accept commands from any CE authorized to control them and it is up
to the CEs to coordinate anong thensel ves to achi eve redundancy, | oad
sharing, or distributed control. The idea is to keep FEs as sinple
and dunmb as possible so that FEs can focus their resources on the
packet processing functions. Unless otherw se configured or

determ ned by a For CEs Protocol exchange, each FE will process

aut hori zed inconming comands directed at it as it receives themon a
first come first serve basis.

For exanple, in Figure 5, FE1 and FE2 can be configured to accept
conmands from both the primary CE (CE1) and the backup CE (CE2).
Upon detection of CEl1l failure, perhaps across the Fr or Fp reference
point, CE2 is configured to take over activities of CEl. This is
beyond the scope of ForCES and is not discussed further

Distributed control can be achieved in a simlar fashion, wthout
much intelligence on the part of FEs. For exanple, FEs can be
configured to detect RSVP and BGP protocol packets, and forward RSVP
packets to one CE and BGP packets to another CE. Hence, FEs nmay need
to do packet filtering for forwardi ng packets to specific CEs.
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_______ Fr e e — - -
| CEL | ------ | Ce2 |
|\ I
| \ / |
| \ o |
| \/Fp |
| a |
| I\ |
| / \ |
_______ Fi e oo -
| FEL |<----- >| FE2 |

Figure 5. CE redundancy exanpl e.

This architecture permts nmultiple FEs to be present in an NE. [4]
dictates that the For CES Protocol must be able to scale to at |east
hundreds of FEs (see [4] Section 5, requirenment #11). Each of these
FEs may potentially have a different set of packet processing
functions, with different nedia interfaces. FEs are responsible for
basi ¢ mai nt enance of | ayer-2 connectivity with other FEs and with
external entities. Many |ayer-2 nedia include sophisticated contro
protocols. The FORCES Protocol (over the Fp reference point) will be
able to carry nessages for such protocols so that, in keeping with
the dunb FE nodel, the CE can provide appropriate intelligence and
control over these nedia.

VWhen multiple FEs are present, ForCES requires that packets nust be
able to arrive at the NE by one FE and | eave the NE via a different
FE (See [4], Section 5, Requirenent #3). Packets that enter the NE
via one FE and |l eave the NE via a different FE are transferred

bet ween FEs across the Fi reference point. The Fi reference point
could be used by FEs to discover their (inter-FE) topol ogy, perhaps
during the pre-association phase. The Fi reference point is a
separate protocol fromthe Fp reference point and is not currently
defined by the ForCES Protocol

FEs coul d be connected in different kinds of topol ogi es and packet
processi ng may spread across several FEs in the topology. Hence,

| ogi cal packet flow may be different from physical FE topol ogy.
Figure 6 provides sone topol ogy exanples. Wen it is necessary to
forward packets between FEs, the CE needs to understand the FE

topol ogy. The FE topol ogy may be queried fromthe FEs by the CEs via
the For CES Protocol, but the FEs are not required to provide that
information to the CEs. So, the FE topol ogy information nay al so be
gat hered by ot her means outside of the ForCES Protocol (like inter-FE
t opol ogy di scovery protocol).
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A A N
/ | \
/ \Y; \
N \
/ +->| FE3 | <-+ \
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\% | ------- | \%
_______ | | e e - ==
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(a) Full nmesh anobng FE1, FE2, and FE3

(b) Multiple FEs in a daisy chain
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| FE1 R R
/ \ |

| ~ \ A \Y,

v | v v | v e
------------------ | |
| FE2 | | FE3 |<------------ >| CE |

\ / non
\ / |

% %

----------- |

(c) Multiple FEs connected by a ring
Figure 6. Sonme exanpl es of FE topol ogy
3.3. CE Managers

CE managers are responsible for determining which FEs a CE shoul d
control. It is legitimte for CE nmanagers to be hard-coded with the
know edge of with which FEs its CEs should communicate with. A CE
manager may al so be physically enbedded into a CE and be inpl enent ed
as a sinple keypad or other direct configuration nechanismon the CE
Finally, CE managers may be physically and logically separate
entities that configure the CE with FE i nformati on via such
mechani sns as COPS-PR [7] or SNWP [5].

3.4. FE Managers

FE managers are responsible for determ ning with which CE any
particular FE should initially comunicate. Like CE nmanagers, no
restrictions are placed on how an FE manager decides with which CE
its FEs should communi cate, nor are restrictions placed on how FE
managers are inplenented. Each FE should have one and only one FE
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manager, while different FEs may have the sane or different FE
manager (s). Each manager can choose to exi st and operate
i ndependent|y of other nanager

4. QOperational Phases

Both FEs and CEs require sone configuration to be in place before
they can start information exchange and function as a coherent
network element. Two operational phases are identified in this
framewor k: pre-associati on and post-association

4.1. Pre-association Phase

The Pre-association phase is the period of tine during which an FE
Manager and a CE Manager are deternining whether an FE and a CE
shoul d be part of the sane network el enment. The protocols used
during this phase may include all or some of the nessage exchange
over FI, Ff, and Fc reference points. However, all these may be
optional and none of this is within the scope of the ForCES Protocol

4.1.1. Fl Reference Point

CE managers and FE managers may communi cate across the Fl reference
point in the pre-association phase in order to determ ne whether an
i ndi vidual CE and FE, or a set of CEs and FEs shoul d be associ at ed.
Comuni cation across the Fl reference point is optional in this
architecture. No requirenents are placed on this reference point.

CE managers and FE managers nay be operated by different entities.
The operator of the CE nmanager nmay not want to divul ge, except to
speci fied FE managers, any characteristics of the CEs it nanages.
Simlarly, the operator of the FE manager may not want to divul ge FE
characteristics, except to authorized entities. As such, CE managers
and FE nanagers may need to authenticate one another. Subsequent
conmuni cati on between CE nanagers and FE nanagers may require other
security functions such as privacy, non-repudiation, freshness, and
integrity.
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FE Manager FE CE Manager CE

I
(security exchange)
I

I

I

I I

(R R R P P > |

I I I

| (a list of CEs and their attributes) |

2 <o | |

| | _ O |

| (a list of FEs and their attributes) |

B mo e > |

I I I I

I I I I
SRR R S >|

Figure 7. An exanple of a nessage exchange over the FI reference
poi nt

Once the necessary security functions have been perforned, the CE and
FE managers conmuni cate to determ ne which CEs and FEs shoul d

comuni cate with each other. At the very minimum the CE and FE
managers need to learn of the existence of available FEs and CEs
respectively. This discovery process may entail one or both managers
| earning the capabilities of the discovered ForCES protocol elenents.
Figure 7 shows an exanpl e of a possibl e nessage exchange between the
CE manager and FE manager over the FI reference point.

4.1.2. Ff Reference Point

The Ff reference point is used to informforwarding el ements of the
associ ati on deci sions made by the FE manager in the pre-association
phase. Only authorized entities may instruct an FE with respect to
whi ch CE should control it. Therefore, privacy, integrity,
freshness, and authentication are necessary between the FE manager
and FEs when the FE nanager is renote to the FE. Once the
appropriate security has been established, the FE manager instructs
the FEs across this reference point to join a new NE or to disconnect
froman existing NE. The FE Manager coul d al so assign uni que FE
identifiers to the FEs using this reference point. The FE
identifiers are useful in the post association phase to express FE
topol ogy. Figure 8 shows exanpl e of a nessage exchange over the Ff
ref erence point.
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| (FE ID, attributes)
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CE Manager CE

(security exchange)

S L >| authentication 1| <----------- >| aut henti cati on

|
(CE ID, attributes)
Cemmmecaaan | request

|- - >| response

Figure 8. Exanpl es of a message exchange
over the Ff and Fc reference points

Note that the FE manager function nay be co-located with the FE (such
as by manual keypad entry of the CE IP address), in which case this
reference point is reduced to a built-in function

4.1.3. Fc Reference Point

The Fc reference point is used to informcontrol elenments of the
associ ati on deci sions made by CE nanagers in the pre-association

phase. Wen the CE nmnager

instruct a CE to contro

is renpte, only authorized entities nay
certain FEs. Privacy, integrity, freshness,

and authentication are also required across this reference point in
such a configuration. Once appropriate security has been

est abl i shed, the CE nmnager

instructs the CEs as to which FEs they

shoul d control and how they should control them Figure 8 shows
exanpl e of a message exchange over the Fc reference point.

As with the FE manager and FEs,

configurations are possible where the

CE manager and CE are co-located and no protocol is used for this

function.

4.2. Post-association Phase and Fp reference point

The Post -associ ation phase is the period of time during which an FE
and CE have been configured with infornmation necessary to contact
each other and includes both association establishnment and steady-
state comuni cation. The conmunication between CE and FE is

performed across the Fp ("p"

nmeani ng protocol) reference point.

For CES Protocol is exclusively used for all comruni cation across the

Fp reference point.
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4.2.1. Proximty and Interconnect between CEs and FEs

The For CES Wirki ng Group has made a consci ous decision that the first
version of ForCES will be focused on "very close" CE/FE localities in
I P networks. Very Close localities consist of control and forwarding
el ements that are either conponents in the same physical box, or
separated at nost by one | ocal network hop ([8]). CEs and FEs can be
connected by a variety of interconnect technol ogies, including

Et her net connecti ons, backpl anes, ATM (cell) fabrics, etc. ForCES
shoul d be able to support each of these interconnects (see [4]
Section 5, requirement #1). Wen the CEs and FEs are separated
beyond a single L3 routing hop, the ForCES Protocol will nake use of
an existing RFC 2914 [3] conpliant L4 protocol wth adequate
reliability, security, and congestion control (e.g., TCP, SCTP) for
transport purposes.

4.2.2. Association Establishment

FE CE
| |
| (Security exchange.) |

| |

|

|

I [ >
(Let me join the NE pl ease.)
2| - >
| |
| (What kind of FE are you? -- capability query)
K R T T
|
| (Here is my FE functions/state: use nodel to
descri be)
L R TR R >
|
| (Initial config for FE -- optional)
R R T
| |
| (I amready to go. Shall 17?)
6] --------m - >
| |
| (Go ahead!) |
| <-mmmmmm o
|

Figure 9. Exanmple of a message exchange between CE and FE
over Fp to establish an NE association
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As an exanmple, figure 9 shows sone of the nessage exchange that may
happen before the association between the CE and FE is fully
established. Either the CE or FE can initiate the connection

Security handshake is necessary to authenticate the two comunication
endpoints to each other before any further nessage exchange can
happen. The security handshake shoul d include nutual authentication
and aut hori zati on between the CE and FE, but the exact details depend
on the security solution chosen by the ForCES Protocol

Aut hori zation can be as sinple as checking against the |ist of

aut hori zed end points provided by the FE or CE manager during the
pre-associ ati on phase. Both authentication and authorization nust be
successful before the association can be established. |If either

aut hentication or authorization fails, the end point rmust not be
allowed to join the NE. After the successful security handshake,
message aut hentication and confidentiality are still necessary for
the on-going informati on exchange between the CE and FE, unl ess sone
form of physical security exists. Wenever a packet fails

aut hentication, it nmust be dropped and a notification nay be sent to
alert the sender of the potential attack. Section 8 provides nore
details on the security considerations for ForCES.

After the successful security handshake, the FE needs to informthe
CE of its own capability and optionally its topology in relation to
other FEs. The capability of the FE shall be represented by the FE
nodel, as required in [4] (Section 6, requirement #1). The nobde
woul d allow an FE to describe what kind of packet processing
functions it contains, in what order the processing happens, what

ki nds of configurable paraneters it allows, what statistics it
collects, and what events it might throw, etc. Once such infornation
is available to the CE, the CE nay choose to send sone initial or
default configuration to the FE so that the FE can start receiving
and processing packets correctly. Such initialization nmay not be
necessary if the FE already obtains the information fromits own
bootstrap process. Once the necessary initial information is
exchanged, the process of association is conpleted. Packet
processing and forwarding at the FE cannot begin until association is
established. After the association is established, the CE and FE
enter steady-state comunication

4.2.3. Steady-state Communi cation
Once an association is established between the CE and FE, the For CES

Protocol is used by the CE and FE over the Fp reference point to
exchange information to facilitate packet processing.
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FE CE
I I
| (Add these new routes.)|
(R
I
I

I
(Successful .) |
2| - >
I

I

I

I

I
| (Query some stats.)

(R R T T
I
I

I
(Reply with stats collected.)

Figure 10. Exanpl es of a nmessage exchange between CE and FE
over Fp during steady-state comruni cation

Based on the information acquired through CEs’ control processing,
CEs will frequently need to mani pul ate the packet-forwarding

behavi ors of their FE(s) by sending instructions to FEs. For
exanpl e, Figure 10 shows nessage exchange exanples in which the CE
sends new routes to the FE so that the FE can add themto its
forwarding table. The CE may query the FE for statistics collected
by the FE and the FE may notify the CE of inportant events such as
port failure.

Yang, et al. I nf or mati onal [ Page 20]



RFC 3746 For CES Fr anewor k April 2004

4.2.4. Data Packets across Fp reference point

| | | |
| e +o | oo +o
| | CE(BGP) | | | | CE(BGP) | |
| e S | e S
| | | | A |
| | Fp | | | Fp |
| v | | | |
| +o | oo +o
| | FE | | | | FE | |
| e S | TR S
| | | | A |
| Router | | | Router | |
| A | | | B | |
_________ . o

Figure 11. Exanple to show data packet flow between two NEs.

Control plane protocol packets (such as R P, OSPF nessages) addressed
to any of NE's interfaces are typically redirected by the receiving
FE to its CE, and CE nmay origi nate packets and have its FE deliver
themto other NEs. Therefore, the ForCES Protocol over Fp not only
transports the For CES Protocol nmessages between CEs and FEs, but al so
encapsul ates the data packets fromcontrol plane protocols.

Mor eover, one FE may be controlled by multiple CEs for distributed
control. In this configuration, the control protocols supported by
the FORCES NEs may spread across multiple CEs. For exanple, one CE
may support routing protocols |like OSPF and BGP, while a signaling
and admi ssion control protocol like RSVP is supported in another CE
FEs are configured to recognize and filter these protocol packets and
forward themto the correspondi ng CE

Figure 11 shows one exanpl e of how the BGP packets origi nated by

router A are passed to router B. In this exanple, the ForCES
Protocol is used to transport the packets fromthe CE to the FE
inside router A, and then fromthe FE to the CE inside router B. In

light of the fact that the ForCES Protocol is responsible for
transporting both the control nmessages and the data packets between
the CE and FE over the Fp reference point, it is possible to use
either a single protocol or nmultiple protocols.
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4.2.5. Proxy FE

In the case where a physical FE cannot inplenment (e.g., due to the

| ack of a general purpose CPU) the ForCES Protocol directly, a proxy
FE can be used to terminate the Fp reference point instead of the
physical FE. This allows the CE to comunicate to the physical FE
via the proxy by using ForCES, while the proxy manipul ates the

physi cal FE using sone internediary formof comunication (e.g., a

non- For CES protocol or DMA). |In such an inplenentation, the
conbi nati on of the proxy and the physical FE becones one |ogical FE
entity. It is also possible for one proxy to act on behal f of

nmul tipl e physical FEs.

One needs to be aware of the security inplication introduced by the
proxy FE. Since the physical FE is not capabl e of inplenmenting
ForCES itself, the security nechani sm of ForCES can only secure the
conmuni cati on channel between the CE and the proxy FE, but not al
the way to the physical FE. It is recomended that other security
nmechani sns (i ncl udi ng physical security property) be enployed to
ensure the security between the CE and the physical FE

4.3. Association Re-establishment

FEs and CEs may join and | eave NEs dynanmically (see [4] Section 5,
requi renents #12). When an FE or CE | eaves the NE, the association
with the NE is broken. |If the leaving party rejoins an NE |later, to
re-establish the association, it my need to re-enter the pre-
associ ati on phase. Loss of association can al so happen unexpectedly
due to a |l oss of connection between the CE and the FE. Therefore,
the framework allows the bi-directional transition between these two
phases, but the ForCES Protocol is only applicable for the post-
associ ati on phase. However, the protocol should provide nmechani sns
to support association re-establishnment. This includes the ability
for CEs and FEs to determ ne when there is a | oss of association
between them and to restore association and efficient state
(re)synchronization nechani sns (see [4] Section 5, requirenment #7).
Note that security association and state nust also be re-established
to guarantee the sanme |evel of security (including both

aut henti cation and authorization) exists before and after the

associ ation re-establishnent.

When an FE | eaves or joins an existing NE that is already in

operation, the CE needs to be aware of the inpact on FE topol ogy and
deal with the change accordingly.
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4.3.1. CE graceful restart

The failure and restart of the CE in a router can potentially cause
much stress and di sruption on the control plane throughout a network
because in restarting a CE for any reason, the router |oses routing
adj acenci es or sessions with its routing nei ghbors. Neighbors who
detect the |l ost adjacency nornmally re-compute new routes and then
send routing updates to their own neighbors to comunicate the | ost
adj acency. Their neighbors do the sanme thing to propagate throughout
the network. 1In the neantinme, the restarting router cannot receive
traffic fromother routers because the nei ghbors have stopped using
the router’s previously advertised routes. Wen the restarting
router restores adjacencies, neighbors nust once again re-conpute new
routes and send out additional routing updates. The restarting
router is unable to forward packets until it has re-established
routi ng adj acencies with neighbors, received route updates through
these adj acenci es, and conputed new routes. Until convergence takes
pl ace throughout the network, packets may be | ost in transient black
hol es or forwardi ng | oops.

A high availability mechani sm known as the "graceful restart” has
been used by the IP routing protocols (CSPF [11], BGP [12], IS IS
[13]) and MPLS | abel distribution protocol (LDP [10]) to help

m nimze the negative effects on routing throughout an entire network
caused by a restarting router. Route flap on neighboring routers is
avoi ded, and a restarting router can continue to forward packets that
woul d ot herwi se be dropped.

VWile the details differ fromprotocol to protocol, the general idea
behi nd the graceful restart nechanismrenmnins the sane. Wth the
graceful restart, a restarting router can informits nei ghbors when
it restarts. The neighbors may detect the |ost adjacency but do not
recompute new routes or send routing updates to their neighbors. The
nei ghbors al so hold on to the routes received fromthe restarting
router before restart and assunme they are still valid for alimted
time. By doing so, the restarting router’s FEs can al so continue to
receive and forward traffic fromother neighbors for alinmted tine
by using the routes they already have. The restarting router then
re-establishes routing adjacenci es, downl oads updated routes from al
its neighbors, recomputes new routes, and uses themto replace the

ol der routes it was using. It then sends these updated routes to its
nei ghbors and signals the conpletion of the graceful restart process.

Non-stop forwarding is a requirement for graceful restart. It is
necessary so a router can continue to forward packets while it is
downl oadi ng routing informati on and reconputi ng new routes. This
ensures that packets will not be dropped. As one can see, one of the
benefits afforded by the separation of CE and FE is exactly the
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ability of non-stop forwarding in the face of the CE failure and
restart. The support of dynam c changes to CE/ FE association in
For CES al so makes it conpatible with high availability mechani smns,
such as graceful restart.

For CES shoul d be able to support a CE graceful restart easily. Wen
the association is established the first time, the CE must informthe
FEs what to do in the case of a CE failure. |If graceful restart is
not supported, the FEs nay be told to stop packet processing al
together if its CE fails. |If graceful restart is supported, the FEs
should be told to cache and hold on to its FE state, including the
forwarding tables across the restarts. A tinmer nmust be included so
that the tineout causes such a cached state to eventual ly expire.
Those timers should be settable by the CE

4.3.2. FE restart

In the same exanple in Figure 5, assunming CE1 is the working CE for
the nonent, what woul d happen if one of the FEs, say FEl, |eaves the
NE tenporarily? FEl1 nmay voluntarily decide to | eave the association
Alternatively, FE1 may stop functioning sinply due to unexpected

failure. 1In the former case, CEl receives a "|eave-association
request” fromFEL. In the latter, CEl detects the failure of FEl1 by
sone other neans. In both cases, CEl1 nmust informthe routing

protocol s of such an event, nost likely pronpting a reachability and
SPF (Shortest Path First) recal cul ati on and associ at ed downl oadi ng of
new FIBs from CEl to the other remaining FEs (only FE2 in this

exanpl e). Such recalculation and FIB updates will al so be propagated
fromCEl to the NE's neighbors that are affected by the connectivity
of FE1.

When FE1 decides to rejoin again, or when it restarts again after the
failure, FELl needs to re-discover its master (CE). This can be

achi eved by several neans. It may re-enter the pre-association phase
and get that information fromits FE manager. It may retrieve the
previous CE information fromits cache, if it can validate the

i nformati on freshness. Once it discovers its CE, it starts nessage
exchange with the CE to re-establish the association, as outlined in
Figure 9, with the possible exception that it m ght be able to bypass
the transport of the conplete initial configuration. Suppose that
FE1 still has its routing table and other state information fromthe
| ast association. Instead of re-sending all the information, it nmay
be able to use a nore efficient mechanismto re-sync the state with
its CE, if such a nechanismis supported by the ForCES Protocol. For
exanpl e, CRC-32 of the state might give a quick indication of whether
or not the state is in-sync with its CE. By comparing its state with
the CE first, it sends an information update
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only if it is needed. The ForCES Protocol nay choose to inplenent
simlar optinization nechanisns, but it may al so choose not to, as
this is not a requirenent.

5. Applicability to RFC 1812

[4] Section 5, requirenent #9 dictates "Any proposed For CES
architecture nust explain how that architecture supports all of the
router functions as defined in RFC 1812." RFC 1812 [2] discusses
many i mportant requirements for 1Pv4d routers fromthe link layer to
the application layer. This section addresses the rel evant
requirenents in RFC 1812 for inplenenting |IPv4 routers based on

For CES architecture and expl ai ns how For CES satisfies these

requi renents by providing guidelines on howto separate the
functionalities required into the forwarding plane and control plane.

In general, the forwarding plane carries out the bulk of the per-
packet processing that is required at |line speed, while the contro

pl ane carries nost of the conputationally conplex operations that are
typical of the control and signaling protocols. However, it is

i mpossible to draw a rigid line to divide the processing into CEs and
FEs cleanly and the ForCES architecture should not limt the

i nnovati ve approaches in control and forwarding plane separation. As
nore and nore processing power is available in the FEs, sone of the
control functions that traditionally are perforned by CEs may now be
noved to FEs for better performance and scalability. Such of fl oaded
functions may include part of |ICVMP or TCP processing, or part of
routing protocols. Once off-loaded onto the forwarding plane, such
CE functions, even though logically belonging to the control plane,
now becone part of the FE functions. Just like the other |ogica
functions perforned by FEs, such off-loaded functions nust be
expressed as part of the FE nodel so that the CEs can deci de how to
best take advantage of these off-|oaded functi ons when present on the
FEs.

5.1. GCeneral Router Requirenents

Routers have at | east two or nore logical interfaces. Wen CEs and
FEs are separated by ForCES within a single NE, sonme additiona
interfaces are needed for intra-NE communications, as illustrated in
figure 12. This NE contains one CE and two FEs. Each FE has four
interfaces; two of themare used for receiving and transmtting
packets to the external world, while the other two are for intra-NE
connections. CE has two logical interfaces #9 and #10, connected to
interfaces #3 and #6 from FE1 and FE2, respectively. Interface #4
and #5 are connected for FE1-FE2 comruni cation. Therefore, this
router NE provides four external interfaces (#1, 2, 7, and 8).
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| router NE |
| ceemeeeee e |
| | FE1 | | FE2 |

I |
| 1| 2| 3| 4| 5 6| 7| 8| |
| I I [ I |
| I I S S S I B |
| |1 |1 |
| | | 9l 0 | | |
| | | - || |
| || | CE I | |
| | | e || |
| || || |
----- T L

Figure 12. A router NE exanple with four interfaces.

| Pv4 routers nust inplement IP to support its packet forwarding
function, which is driven by its FIB (Forwarding |Information Base).
This Internet |ayer forwarding (see RFC 1812 [2] Section 5)
functionality naturally belongs to FEs in the ForCES architecture.

A router may inplenment transport |ayer protocols (like TCP and UDP)
that are required to support application |layer protocols (see RFC
1812 [2] Section 6). One inportant class of application protocols is
routing protocols (see RFC 1812 [2] Section 7). In the ForCES
architecture, routing protocols are naturally inplenented by CEs.
Routing protocols require that routers comunicate with each ot her
Thi s communi cati on between CEs in different routers is supported in
For CES by FEs’ ability to redirect data packets addressed to routers
(i.e., NEs), and the CEs’ ability to originate packets and have them
delivered by their FEs. This comunication occurs across the Fp

ref erence point inside each router and between nei ghboring routers’
external interfaces, as illustrated in Figure 11

5.2. Link Layer

Since FEs own all the external interfaces for the router, FEs need to
conformto the link |ayer requirenents in RFC 1812 [2]. Arguably,
ARP support nmay be inplenented in either CEs or FES. As we will see
| ater, a nunmber of behaviors that RFC 1812 mandates fall into this
category -- they nmay be perforned by the FE and may be perforned by
the CE. A general guideline is needed to ensure interoperability

bet ween separated control and forwardi ng pl anes. The guideline we
offer here is that CEs MJUST be capabl e of these kinds of operations
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whil e FEs MAY choose to inplenent them The FE nodel should indicate
its capabilities in this regard so that CEs can deci de where these
functions are inpl enented.

Interface paraneters, including MU, |P address, etc., nust be
configurable by CEs via ForCES. CEs nmust be able to determ ne

whet her a physical interface in an FE is available to send packets or
not. FEs nust also inform CEs of the status change of the interfaces
(l'ike link up/down) via ForCES.

5.3. Internet Layer Protocols

Both FEs and CEs must inplenent the I P protocol and all mandatory
extensions as RFC 1812 specified. CEs should inplenent |P options
i ke source route and record route while FEs may choose to inpl enment
those as well. The timestanp option should be inplenmented by FEs to
insert the tinmestanp nbst accurately. The FE nust interpret the IP
options that it understands and preserve the rest unchanged for use
by CEs. Both FEs and CEs ni ght choose to silently discard packets
wi t hout sending I CWP errors, but such events should be | ogged and
counted. FEs may report statistics for such events to CEs via

For CES.

When nmultiple FEs are involved to process packets, the appearance of
a single NE nust be strictly maintained. For exanple, Tine-To-Live
(TTL) must be decrenmented only once within a single NE. For exanple,
it can be always decrenmented by the last FE with egress function

FEs must receive and process normally any packets with a broadcast
destination address or a nulticast destination address that the
router has asked to receive. Wen IP multicast is supported in
routers, 1GW is inplemented in CEs. CEs are also required of |CW
support, while it is optional for FEs to support ICVMP. Such an
option can be comunicated to CEs as part of the FE nodel. Therefore,
FEs can always rely upon CEs to send out |ICVMP error nessages, but FEs
al so have the option of generating |CVMP error nessages thensel ves.

5.4. Internet Layer Forwarding

IP forwarding is inplemented by FEs. Wen the routing table is
updated at the CEs, ForCES is used to send the new route entries from
the CEs to FEs. Each FE has its own forwarding table and uses this
table to direct packets to the next hop interface.

Upon receiving | P packets, the FE verifies the |IP header and
processes nost of the | P options. Some options cannot be processed
until the routing decision has been nade. The routing decision is
nmade after examining the destination IP address. |If the destination
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address belongs to the router itself, the packets are filtered and

ei ther processed locally or forwarded to the CE, depending upon the
instructions set-up by the CEE. O herwi se, the FE deterni nes the next
hop I P address by looking in its forwarding table. The FE al so
determ nes the network interface it uses to send the packets.
Sonetimes an FE may need to forward the packets to another FE before
packets can be forwarded out to the next hop. Right before packets
are forwarded out to the next hop, the FE decrenents TTL by 1 and
processes any | P options that could not be processed before. The FE
performs | P fragnmentation if necessary, determnes the |ink |ayer
address (e.g., by ARP), and encapsul ates the |IP datagram (or each of
the fragnents thereof) in an appropriate link |layer frane and queues
it for output on the interface sel ected.

Q her options nmentioned in RFC 1812 [2] for I P forwarding may al so be
i mpl enented at FEs, for exanple, packet filtering.

FEs typically forward packets destined locally to CEs. FEs may al so
forward exceptional packets (packets that FEs do not know how to
handle) to CEs. CEs are required to handl e packets forwarded by FEs
for whatever reason. It might be necessary for ForCES to attach sone
neta-data with the packets to indicate the reasons of forwarding from
FEs to CEs. Upon receiving packets with neta-data from FEs, CEs can
decide to either process the packets thensel ves, or pass the packets
to the upper layer protocols including routing and managenent
protocols. |If CEs are to process the packets by thensel ves, CEs nay
choose to discard the packets, or nmodify and re-send the packets.

CEs may al so originate new packets and deliver themto FEs for
further forwarding.

Any state change during router operation nust al so be handl ed
correctly according to RFC 1812. For exanple, when an FE ceases
forwarding, the entire NE may continue forwardi ng packets, but it
needs to stop advertising routes that are affected by the failed FE

5.5. Transport Layer

The Transport layer is typically inplenented at CEs to support higher
| ayer application protocols like routing protocols. 1In practice,
this nmeans that nost CEs inplement both the Transm ssion Control
Protocol (TCP) and the User Datagram Protocol (UDP).

Both CEs and FEs need to inplenent the ForCES Protocol. |If sone

| ayer-4 transport is used to support ForCES, then both CEs and FEs
need to inplenent the L4 transport and For CES Protocols.
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5.6. Application Layer -- Routing Protocols

Interior and exterior routing protocols are inplenmented on CEs. The
routi ng packets originated by CEs are forwarded to FEs for delivery.
The results of such protocols (like forwarding table updates) are
comuni cated to FEs via For CES.

For performance or scalability reasons, portions of the control plane
functions that need faster response may be nmoved fromthe CEs and

of f-1 oaded onto the FEs. For exanple, in OSPF, the Hell o protoco
packets are generated and processed periodically. Wen done at the
CEs, the inbound Hell o packets have to traverse fromthe externa
interfaces at the FEs to the CEs via the internal CE-FE channel
Simlarly, the outbound Hell o packets have to go fromthe CEs to the
FEs and to the external interfaces. Frequent Hell o updates place
heavy processing overhead on the CEs and can overwhel mthe CE-FE
channel as well. Since typically there are far nore FEs than CEs in
arouter, the off-loaded Hell o packets are processed in a nmuch nore
di stributed and scal abl e fashion. By expressing such off-1|oaded
functions in the FE nodel, we can ensure interoperability. However,
the exact description of the off-loaded functionality corresponding
to the of f-1oaded functions expressed in the FE nodel are not part of
the nodel itself and will need to be worked out as a separate

speci fication.

5.7. Application Layer -- Network Managenent Protoco

RFC 1812 [2] also dictates that "Routers MJST be nanageabl e by SNWVP".
In general, for the post-association phase, nost external nanagenent
tasks (including SNWP) should be done through interaction with the CE
in order to support the appearance of a single functional device.
Therefore, it is recommended that an SNMP agent be inpl enented by CEs
and that the SNWMP nmessages received by FEs be redirected to their
CEs. Agent X framework defined in RFC 2741 ([6]) may be applied here
such that CEs act in the role of master agent to process SNWP
protocol nmessages while FEs act in the role of subagent to provide
access to the MB objects residing on FEs. AgentX protocol nessages
bet ween the master agent (CE) and the subagent (FE) are encapsul at ed
and transported via ForCES, just |ike data packets from any ot her
application | ayer protocols.

6. Summary

Thi s docunent defines an architectural franmework for ForCES. It
identifies the relevant conponents for a ForCES network el ement,
i ncluding (one or nore) FEs, (one or more) CEs, one optional FE
manager, and one optional CE manager. It also identifies the
i nteraction anong t hese conponents and di scusses all the nmjor
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reference points. It is inportant to point out that, anmpong all the
reference points, only the Fp interface between CEs and FEs is within
the scope of ForCES. ForCES al one may not be enough to support al
desirabl e NE configurations. However, we believe that ForCES over an
Fp interface is the nost inportant elenment in realizing physica
separation and interoperability of CEs and FEs, and hence the first
interface that ought to be standardized. Sinple and usefu
configurations can still be inplenented with only CE-FE interface
bei ng standardi zed, e.g., single CE with full-meshed FEs.
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8. Security Considerations

The NE adnministrator has the freedomto determ ne the exact security
configuration that is needed for the specific deploynent. For
exanpl e, ForCES nmay be depl oyed between CEs and FEs connected to each
ot her inside a box over a backplane. In such a scenario, physica
security of the box ensures that nobst of the attacks, such as man-

i n-the-m ddl e, snooping, and inpersonation, are not possible, and
hence the ForCES architecture may rely on the physical security of
the box to defend against these attacks and protocol nechani sns may
be turned off. However, it is also shown that denial of service
attacks via external interfaces as described belowin Section 8.1.8
is still a potential threat, even for such an "all-in-one-box"

depl oyment scenario and hence the rate liniting nechanismis stil
necessary. This is just one exanmple to show that it is inportant to
assess the security needs of the For CES-enabl ed network el enents
under different depl oynment scenarios. 1t should be possible for the
adm nistrator to configure the | evel of security needed for the

For CES Prot ocol

In general, the physical separation of two entities usually results
in a potentially insecure |ink between the two entities and hence
much stricter security neasurenments are required. For exanple, we
pointed out in Section 4.1 that authentication becones necessary

bet ween t he CE nanager and FE manager, between the CE and CE manager
and between the FE and FE manager in sone configurations. The

physi cal separation of the CE and FE al so i nposes serious security
requi rements for the ForCES Protocol over the Fp interface. This
section first attenpts to describe the security threats that may be
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i ntroduced by the physical separation of the FEs and CEs, and then it
provi des reconmendati ons and gui delines for the secure operation and
managenment of the For CES Protocol over the Fp interface based on

exi sting standard security solutions.

8.1. Analysis of Potential Threats Introduced by ForCES

This section provides the threat analysis for ForCES, with a focus on
the Fp interface. Each threat is described in detail with the
effects on the ForCES Protocol entities or/and the NE as a whole, and
the required functionalities that need to be in place to defend the

t hreat.

8.1.1. "Join" or "Renmpve" Message Fl ooding on CEs

Threats: A malicious node could send a stream of false "join NE' or
"remove from NE'" requests on behalf of a non-existent or unauthorized
FE to legitimate CEs at a very rapid rate, and thereby creating
unnecessary state in the CEs.

Effects: If nmaintaining state for non-existent or unauthorized FEs, a
CE may becomne unavail abl e for other processing and hence suffer from
a denial of service (DoS) attack simlar to the TCP SYN DoS. |If
nmultiple CEs are used, the unnecessary state information nay al so be
conveyed to nultiple CEs via the Fr interface (e.g., fromthe active
CE to the stand-by CE) and hence subject nultiple CEs to a DoS
attack.

Requirenment: A CE that receives a "join" or "renove" request should
not create any state information until it has authenticated the FE
endpoi nt .

8.1.2. Inpersonation Attack

Threats: A malicious node can inmpersonate a CE or FE and send out
fal se nessages.

Ef fects: The whole NE coul d be conprom sed.
Requi renent: The CE or FE nust authenticate the message as having
cone froman FE or CE on the list of the authorized ForCES el enents
(provided by the CE or FE Manager in the pre-association phase)
bef ore accepting and processing it.

8.1.3. Replay Attack

Threat: A malicious node could replay the entire nmessage previously
sent by an FE or CE entity to get around authentication.
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Ef fect: The NE coul d be conprom sed.

Requi renent: A replay protection nechani smneeds to be part of the
security solution to defend against this attack

8.1.4. Attack during Fail Over

Threat: A malicious node may exploit the CE fail-over mechanismto
take over the control of NE. For exanple, suppose two CEs, say CE-A
and CE-B, are controlling several FEs. CE-Ais active and CE-Bis
stand-by. When CE-A fails, CE-B is taking over the active CE
position. The FEs already had a trusted relationship with CE-A, but
the FEs may not have the sanme trusted relationship established with
CE-B prior to the fail-over. A malicious node can take over as CE-B
if such a trusted rel ationship has not been established prior to or
during the fail-over.

Ef fect: The NE may be conpromi sed after such insecure fail-over.
Requi rement: The | evel of trust between the stand-by CE and the FEs

nmust be as strong as the one between the active CE and the FEs. The
security association between the FEs and the stand-by CE may be

established prior to fail-over. |If not already in place, such
security association nmust be re-established before the stand-by CE
t akes over.

8.1.5. Data Integrity

Threats: A malicious node may inject false nessages to a legitimte
CE or FE

Effect: An FE or CE receives the fabricated packet and perforns an
i ncorrect or catastrophic operation

Requi renent: Protocol nessages require integrity protection

8.1.6. Data Confidentiality
Threat: When FE and CE are physically separated, a malicious node nay
eavesdrop the messages in transit. Sone of the messages are critica
to the functioning of the whole network, while others may contain
confidential business data. Leaking of such information may result
i n conprom se even beyond the inmediate CE or FE
Effect: Sensitive information m ght be exposed between the CE and FE

Requirenment: Data confidentiality between the FE and CE nust be
avail able for sensitive information.
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8.1.7. Sharing security paraneters

Threat: Consider a scenario where several FEs are comunicating to
the sanme CE and sharing the same authentication keys for the Fp
interface. If any FE or CE is conprom sed, all other entities are
conprom sed

Ef fect: The whole NE is conprom sed.

Recommendati on: To avoid this side effect, it’'s better to configure
different security parameters for each FE-CE communication over the
Fp interface.

8.1.8. Denial of Service Attack via External Interface

Threat: When an FE receives a packet that is destined for its CE the
FE forwards the packet over the Fp interface. A malicious node can
generate a huge nessage stormlike routing protocol packets etc.
through the external Fi/f interface so that the FE has to process and
forward all packets to the CE through the Fp interface.

Ef fect: The CE encounters resource exhausti on and bandw dth
starvation on Fp interface due to an overwhel m ng nunber of packets
from FEs.

Requi renment: Sone sort of rate limting nmechani sm MUST be in place at
both the FE and CE. The Rate Linmiter SHOULD be configured at the FE
for each message type being received through the Fi/f interface.

8.2. Security Recommendations for ForCES

The requirenents docurment [4] suggested that the For CES Protoco
shoul d support reliability over the Fp interface, but no particul ar
transport protocol is yet specified for ForCES. This franmework
docunent does not intend to specify the particular transport either
and so we only provide recomendati ons and gui del i nes based on the
exi sting standard security protocols [18] that can work with the
conmon transport candi dates suitable for ForCES.

We review two existing security protocol solutions, nanely IPsec (IP
Security) [15] and TLS (Transport Layer Security) [14]. TLS works
with reliable transports such as TCP or SCTP for unicast, while |IPsec
can be used with any transport (UDP, TCP, SCTP) and supports both
uni cast and nmulticast. Both TLS and |Psec can be used potentially to

satisfy all of the security requirenents for the ForCES Protocol. In
addi ti on, other approaches that satisfy the requirenents can be used
as well, but are not docunented here, including the use of L2

security nechanisns for a given L2 interconnect technol ogy.
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When ForCES is depl oyed between CEs and FEs inside a box or a
physical |y secured room authentication, confidentiality, and
integrity may be provided by the physical security of the box. Thus,
the security nechani sns may be turned of f, depending on the
net wor ki ng topol ogy and its admnistration policy. However, it is
inmportant to realize that even if the NEis in a single-box, the DoS
attacks as described in Section 8.1.8 can still be | aunched through
the Fi/f interfaces. Therefore, it is inportant to have the
correspondi ng counter-neasurement in place, even for single-box

depl oyrent .

8.2.1. Using TLS with For CES

TLS [14] can be used if a reliable unicast transport such as TCP or
SCTP is used for ForCES over the Fp interface. The TLS handshake
protocol is used during the association establishnent or re-

est abl i shment phase to negotiate a TLS session between the CE and FE
Once the session is in place, the TLS record protocol is used to
secure For CES comuni cati on nessages between the CE and FE

A basic outline of how TLS can be used with ForCES is descri bed
bel ow. Steps 1) through 7) conplete the security handshake as
illustrated in Figure 9, while step 8) is for all further
conmuni cati on between the CE and FE, including the rest of the
nessages after the security handshake shown in Figure 9 and the
st eady-state communi cati on shown in Figure 10.

1) During the Pre-association phase, all FEs are configured with the
CEs (including both the active CE and the standby CE).

2) The FE establishes a TLS connection with the CE (master) and
negoti ates a ci pher suite.

3) The FE (slave) gets the CE certificate, validates the signature,
checks the expiration date, and checks whether the certificate has
been revoked.

4) The CE (master) gets the FE certificate and performs the sane
validation as the FE in step 3).

5) If any of the checks fail in step 3) or step 4), the endpoint nust
generate an error nmessage and abort.

6) After successful nutual authentication, a TLS session is
est abl i shed between the CE and FE

7) The FE sends a "join NE' nessage to the CE
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8) The FE and CE use the TLS session for further comruni cation

Note that there are different ways for the CE and FE to validate a
received certificate. One way is to configure the FE Manager or CE
Manager or other central conmponent as CA, so that the CE or FE can
query this pre-configured CA to validate that the certificate has not
been revoked. Another way is to have the CE and FE directly
configure a list of valid certificates in the pre-association phase.

In the case of fail-over, it is the responsibility of the active CE
and the standby CE to synchroni ze ForCES states, including the TLS
states to minimze the state re-establishnent during fail-over. Care
nust be taken to ensure that the standby CE is al so authenticated in
the same way as the active CE, either before or during the fail-over.

8.2.2. Using IPsec with ForCES

| Psec [15] can be used with any transport protocol, such as UDP
SCTP, and TCP, over the Fp interface for ForCES. When using | Psec,
we recomend using ESP in the transport node for For CES because
nmessage confidentiality is required for ForCES.

| Psec can be used with both manual and automated SA and cryptographic
key managenent. But |Psec’s replay protection nechani sns are not
avai l abl e if manual key managenent is used. Hence, automatic key
managenment i s reconmended if replay protection is deened inportant.

O herwi se, manual key managenent ni ght be sufficient for sone

depl oyment scenarios, especially when the nunber of CEs and FEs is
relatively small. It is recommended that the keys be changed
peri odi cally, even for nanual key managenent.

| Psec can support both unicast and multicast transport. At the tine
thi s docunent was published, the MSEC working group was actively
wor ki ng on standardi zing protocols to provide multicast security
[17]. Milticast-based solutions relying on I Psec should specify how
to neet the security requirenents in [4].

Unli ke TLS, |Psec provides security services between the CE and FE at
I P level, so the security handshake, as illustrated in Figure 9
amounts to a "no-op" when manual key managenent is used. The
followi ng outlines the steps taken for ForCES in such a case.

1) During the Pre-association phase, all the FEs are configured with

CEs (including the active CE and standby CE) and SA paraneters
manual | y.
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2) The FE sends a "join NE' nessage to the CE. This nessage and al
others that follow are afforded security service according to the
manual |y configured | Psec SA paraneters, but replay protection is
not avail abl e.

It is up to the adm nistrator to deci de whether to share the sane key
across nultiple FE-CE comunication, but it is recomended that
different keys be used. Simlarly, it is recommended that different
keys be used for inbound and outbound traffic.

If automatic key managenent is needed, |KE [16] can be used for that
purpose. O her automatic key distribution techniques, such as
Kerberos, may be used as well. The key exchange process constitutes
the security handshake as illustrated in Figure 9. The follow ng
shows the steps involved in using IKE with IPsec for ForCES. Steps
1) to 6) constitute the security handshake in Figure 9.

1) During the Pre-association phase, all FEs are configured with the
CEs (including active CE and standby CE), |Psec policy etc.

2) The FE kicks off the I KE process and tries to establish an | Psec
SAwith the CE (rmaster). The FE (Sl ave) gets the CE certificate
as part of the IKE negotiation. The FE validates the signature,
checks the expiration date, and checks whether the certificate has
been revoked.

3) The CE (master) gets the FE certificate and perfornms the sane
check as the FE in step 2).

4) If any of the checks fail in step 2) or step 3), the endpoint nust
generate an error nmessage and abort.

5) After successful nutual authentication, the |IPsec session is
establ i shed between the CE and FE

6) The FE sends a "join NE' nessage to the CE.. No SADB entry is
created in FE yet.

7) The FE and CE use the |Psec session for further communication

The FE Manager, CE Manager, or other central conmponent can be used as
a CA for validating CE and FE certificates during the | KE process.

Al ternatively, during the pre-association phase, the CE and FE can be
configured directly with the required information, such as
certificates or passwords etc., depending upon the type of

aut hentication that adm nistrator wants to configure.
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In the case of fail-over, it is the responsibility of the active CE
and standby CE to synchroni ze ForCES states and | Psec states to
mnimze the state re-establishnent during fail-over. Alternatively,
the FE needs to establish a different | Psec SA during the startup
operation itself with each CEE This will mnimze the periodic state
transfer across the | Psec |ayer though the Fr (CE-CE) Interface.
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