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Abstract

The Internet Snall Conputer SystemInterface (i SCSI) is a SCSI
transport protocol that naps the SCSI fam |y of application protocols
onto TCP/IP. Datanmover Architecture for iSCSI (DA) defines an
abstract nodel in which the noverment of data between i SCSI end nodes
is logically separated fromthe rest of the i SCSI protocol in order
to allow i SCSI to adapt to innovations available in new IP
transports. \While DA defines the architectural functions required of
the class of Datanover protocols, it does not define any specific

Dat amover protocols. Each such Datanover protocol, defined in a
separ ate docunent, provides a reliable transport for all i SCSI PDUs,
but actually noves the data required for certain i SCSI PDUs w t hout
involving the renpte i SCSI layer itself. This docurment begins with
an introduction of a few new abstractions, defines a |ayered
architecture for i SCSI and Datanpver protocols, and then nodels the
interactions within an i SCSI end node between the i SCSI |ayer and the
Dat amover | ayer that happen in order to transparently performrenote
data movenent within an IP fabric. It is intended that this
definition will help map i SCSI to generic Renote Direct Menory Access
(RDMVA) - capable I P fabrics in the future conprising TCP, the Stream
Control Transni ssion Protocol (SCTP), and possibly other underlying
network transport |ayers, such as InfiniBand.
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1. Mdtivation
1.1. I nt ent

There are relatively new standard protocols that enable Renote Direct
Menory Access (RDVA) and Renote Direct Data Pl acenent (RDDP)

technol ogies to work over IP fabrics. The principal value
proposition of these technologies is that they enable one end node to
pl ace data in the final intended buffer on the remote end node, thus
elimnating the need for a receive path data copy that nmoves the data
to its final location. The data copy avoidance in turn elimnates
unnecessary nmenory bandw dt h consunption, substantially decreases the
reassenbly buffer size requirenments, and preserves CPU cycl es that
woul d ot herw se be spent in copying.

The i SCSI specification [ RFC3720] defines a very detail ed data
transfer nodel that enploys SCSI Data-1n PDUs, SCSI Data-Qut PDUs,
and R2T PDUs, in addition to the SCSI Command and SCSI Response PDUs
that respectively create and conclude the task context for the data
transfer. 1In the traditional iSCSI nodel, the i SCSI protocol |ayer
pl ays the central role in pacing the data transfer and carrying out
the ensuing data transfer itself. An alternative architecture would
be for i SCSI to delegate a large part of this data transfer role to a
separate protocol |ayer exclusively designed to nove data, which in
turn is possibly aided by a data novenent and pl acenent technol ogy
such as RDVA

If i SCSI were operating in such RDVA environnments, iSCSI woul d be
shielded fromthe | owlevel data transfer nechanics but would only be
privy to the conclusion of the requested data transfer. Thus, there
woul d be an effective "off-loading" of the work that an i SCSI

protocol layer is expected to perform conpared to today's i SCSI end
nodes. For such RDMA environnments, it is highly desirable that there
be a standard architecture to separate the data novenent part of the
i SCSI protocol definition fromthe rest of the i SCSI functionality.
This architecture precisely defines what a Datanover |ayer is and

al so describes the nodel of interactions between the i SCSI | ayer and
the Dat anobver |ayer (Section 6). In order to satisfy this need, this
document presents a Datamover Architecture for i SCSI (DA) and

summari zes a reasonabl e nodel for interactions between the i SCS

| ayer and the Datanover |ayer for each of the i SCSI PDUs that are
defined in [RFC3720]. Note that while DA is notivated by the advent
of RDMA over TCP/IP technol ogy, the architecture is not dependent on
RDMA in its design. DA is intended to be a generic architectura
framework for allowi ng different types of Datanpbvers based on
different types of RDMA and transport protocols. Adoption of this
nodel will help i SCSI proliferate into nore environnments.
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1

2.

2.

Interpretation of Requirenents

This docunent introduces certain architectural abstractions and

1

buil ds an abstract functional interface nodel between i SCSI and
Dat anmover protocol |ayers based on those abstractions. This
architectural style is notivated by the foll ow ng desires:

a) Provide gui dance to Datanover protocol designers with respect
to the functional boundary between i SCSI and t he Dat anover
protocols. This guidance is critical since a significant part
of the [RFC3720] protocol definition is |eft unchanged by DA
architecture and the i SCSI notions from[RFC3720] (e.g., tasks,
| TTs) are leveraged by the Datanover protocol

b) Aid existing i SCSI inplenmentations to rapidly adapt to DA
architecture, largely by |leveraging the architectura
abstractions into inplenentation constructs -- e.g., functions,
APl's, nodul es.

However, note that DA architecture does not intend to inpose any

i mpl ement ati on specifics per se. Wen a DA architectural concept
(e.g., Operational Primtive) is described as nmandatory ("MJST") or
recomended ("SHOULD') of a layer (iSCSI or Datampver) in this
docunent, the intent is that an inplenentation respectively MJST or
SHOULD produce the sane protocol action as what the nodel describes.
Specifically, no inplenentation conpliance in terns of nanes, nobdul es
or APl arguments etc. is inplied by this Architecture by such use of
[ RFC2119] terns, only a functional conpliance is sought.

Definitions and Acronyms
Definitions

/O Buffer - A buffer that is used in a SCSI Read or Wite operation
so that SCSI data may be sent fromor received by the buffer.

Dat amover protocol - A Datanover protocol is a data transfer wire
protocol for iSCSI that neets the requirenents stated in Section
6.

Dat anover | ayer - A Datampver |layer is a protocol layer within an end
node that inplenents the Datanobver protocol

Dat anpbver-assisted - An i SCSI connection is said to be "Datanover -
assi sted" when a Datanover |ayer is enabled for noving control and
data information on that i SCSI connecti on.
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The key words "MJST", "MJST NOT*, "REQU RED', "SHALL",
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"SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

2.2. Acronyns

Acronym

Definition

Di

I ANA
| ETF
/0

I P

i SCSI
i SER
I TT
LO
MPA

PDU

RDVA
R2T
R2TSN
RDVA
RDIVAP

RFC

Dat anover Architecture for i SCSI

Di rect Data Pl acenent Protocol

Dat anover Interface

I nternet Assigned Numbers Authority
I nternet Engi neering Task Force

I nput - CQut put

I nt ernet Protocol

I nternet SCSI

i SCSI Extensions for RDVA

Initiator Task Tag

Leadi ng Only

Mar ker PDU Al i gned Framing for TCP
Protocol Data Unit

Renmpte Direct Data Pl acenent

Renote Direct Menory Access

Ready To Transfer

Ready To Transfer Sequence Nunber
Renote Direct Menory Access

Renote Direct Menmory Access Protocol

Request For Comrents
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SAM SCSI Architecture Mde

SCsl Smal | Computer Systens Interface

SN Sequence Number

SNACK Sel ective Negative Acknow edgnent - al so
Sequence Nunber Acknow edgernent for Data

TCP Transm ssion Control Protoco

TTT Target Transfer Tag

3. Architectural Layering of iSCSI and Datanover Layers

Figure 1 illustrates an exanple of the architectural |ayering of

i SCSI and Dat anover |ayers, in conjunction with a TCP/IP

i npl enentati on of RDVAP/DDP ([DDP]) layers in an i SCSI end node

Not e t hat RDVAP/ DDP/ MPA and TCP protocol |ayers are shown here only
as an exanple, and in reality, DA is conpletely oblivious to protoco
| ayers bel ow t he Datanover |ayer. The RDMVAP/ DDP/ MPA protocol stack
provides a generic transport service with direct data placenent.
There is no need to tailor the inplementation of this protocol stack
to the specific ULP to benefit fromthese services.
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The scope of this docunent

1
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4.

3. Modeling the interactions between the bl ocks |abeled as "i SCS
Layer" and "Datanover Layer" in Figure 1 -- i.e., defining the
interface labeled "DI" in the figure -- for each defined i SCS
PDU, based on the Operational Primtives.

Desi gn Overvi ew

Thi s docunent di scusses and defines a nodel for interactions between
the i SCSI |ayer and a "Datanover |ayer" (see Section 6) operating
within an i SCSI end node, presumably comrunicating with one or nore
i SCSI end nodes with simlar layering. The nodel for interactions
for handling different i SCSI operations is called the "Datanover
Interface" (DI, Section 10), while the architecture itself is called
the "Datanover Architecture for iSCSI" (DA). It is likely that the
architecture will have inplications on the Datanover w re protocols
as DA places certain requirenents and functionality expectations on
the Dat anover |ayer. However, this document itself neither defines
any new wire protocol for the Datanpver |ayer, nor any potentia

nodi fications to the i SCSI wire protocol to enploy the Datanover

| ayer. The scope of this docunment is strictly limted to specifying
the architectural franmework and the mininmally required interactions
that happen within an i SCSI end node to | everage the Datanover | ayer.

The design i deas behind DA can be summari zed as foll ows:

1) DA defines an abstract functional interface nodel of the i SCS
layer’'s interactions with a Datanover |ayer below -- i.e., DA
nodel s the interactions between the |ogical "bottom interface
of 1SCSI and the |logical "top" interface of a Datanover.

2) DA guides the wire protocol for a Datanover |ayer by defining
the i SCSI know edge that the Datanover |ayer nay utilize inits
protocol definition (as an exanple, this docunment conpletely
[imts the notion of "iSCSI session” to the i SCSI |ayer).

3) DA is designed to allow inplenmentation of the Datanover |ayer
either in hardware or in software.

4) DA is not a wire protocol spec, but an architecture that also
nodel s the interactions between i SCSI and Dat anover | ayers
operating within an i SCSI end node.

5) DA by design seeks to nodel the i SCSI-Datanmover interactions in
a way that the nodeling is independent of the specifics of
either a particular i SCSI revision or an instantiation of a
Dat amover | ayer.
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6) DA introduces and relies on the notion of a defined set of
Operational Primtives (could be seen as entry point
definitions in inplenentation terns) provided by each layer to
the other to carry out the request-response interactions.

7) DAis intended to all ow Datanover protocol definitions with
m ni mal changes to existing i SCSI inpl enentations.

8) DA is designed to allow the i SCSI |layer to completely rely on
the Dat anover |ayer for all data transport needs.

9) DA nodels the architecturally required mninmal interactions
bet ween an operational iSCSlI |ayer and a Datanover |ayer to
realize the i SCSI-transparent data novenent. There nmay be
several other interactions in a typical inplenentation in order
to bootstrap a Datanover |ayer (or an i SCSI layer) into
operation, but they are outside the scope of this docunent.

Note that in summary, DA is architected to support many different
Dat amover protocols operating under the i SCSI |layer. One such
exanpl e of a Datanover protocol is i SER [iSER].

5. Architectural Concepts
5.1. iSCSlI PDU Types

This section defines the i SCSI PDU cl assification term nol ogy, as
defined and used in this docunment. Qut of the set of legal iSCS
PDUs defined in [RFC3720], as we will see in Section 5.1.1, the i SCS
| ayer does not request a SCSI Data-Qut PDU carrying solicited data
for transm ssion across the Datanover Interface per this
architecture. For this reason, the SCSI Data-CQut PDU carrying
solicited data is excluded in the i SCSI PDU cl assification we
introduce in this section (for SCSI Data-Qut PDUs for unsolicited
Data, see Section 5.1.2). The rest of the legal iSCSI PDUs that nmay
be exchanged across the Datanover Interface are defined to consist of
two cl asses:

1) i SCSI data-type PDUs
2) 1 SCSI control-type PDUs
5.1.1. iSCSl Data-Type PDUs
An i SCSI data-type PDU is defined as an i SCSI PDU that causes data
transfer, transparent to the renote i SCSI |ayer, to take place

bet ween the peer iSCSI nodes on a Full Feature Phase i SCS
connection. A data-type PDU, when requested for transm ssion by the
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sender i SCSI layer, results in the associated data transfer without
the participation of the remote i SCSI layer, i.e., the PDU itself is
not delivered as-is to the remote i SCSI layer. The follow ng i SCS
PDUs constitute the set of i SCSI data-type PDUs:

1) SCSI Data-In PDU
2) R2T PDU

In an i SCSI end node structured as an i SCSI | ayer and a Dat anover

| ayer as defined in this document, the solicitation for Data-Cut
(i.e., RRT PDU) is not delivered to the initiator iSCSI |ayer, per
the definition of an i SCSI data-type PDU.The data transfer is

i nstead performed via the mechani sms known to the Datanover |ayer
(e.g., RDVMA Read). This in turn inplies that a SCSI Data-Cut PDU for
solicited data is never requested for transm ssion across the

Dat anover Interface at the initiator.

5.1.2. iSCSI Control-Type PDUs

Any i SCSI PDU that is not an i SCSI data-type PDU and al so not a
solicited SCSI Data-OQut PDU is defined as an i SCSI control -type PDU
Specifically, note that SCSI Data-CQut PDUs for unsolicited Data are
defined as i SCSI control -type PDUs.

5.2. Data_Descriptor

A Data_Descriptor is an information el ement that describes an

i SCSI/ SCSI data buffer, provided by the i SCSI |layer to its |oca

Dat amover | ayer or provided by the Datanover layer to its |ocal iSCS
| ayer for identifying the data associated respectively with the
requested or conpl eted operation

In inmplenentation terns, a Data Descriptor may be a scatter-gather
list describing a |ocal buffer, the exact structure of which is
subject to the constraints inposed by the operating environnent on
the local iSCSI node.

5.3. Connection_Handl e

A Connection_Handle is an information el enment that identifies the
particul ar i SCSI connection for which an i nbound or outbound i SCS
PDU is intended. A connection handle is unique for a given pair of
an i SCSI | ayer instance and a Datanover |ayer instance. The
Connection_Handl e qualifier is used in all invocations of any
Qperational Prinmtive for connection identification
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Note that the Connection_Handle is conceptually different fromthe
Connection ldentifier (CID) defined by the i SCSI specification

Wiile the CIDis a unique identifier of an i SCSI connection within an
i SCSI session, the uniqueness of the Connection_Handl e extends to the
entire i SCSI |ayer instance coupled with the Datanover |ayer

i nstance, across possibly nultiple i SCSI sessions.

In inplenentation terns, a Connection_Handl e coul d be an opaque
identifier exchanged between the i SCSI |ayer and the Datanover |ayer
at the connection login time. One may al so consider it to be simlar
in scope of uniqueness to a socket identifier. The exact structure
and nodalities of exchange of a Connection_Handl e between the two

| ayers is inplenentation-specific.

5.4. Operational Prinmitive

An Qperational Primtive, in this docunment, is an abstract functiona
interface procedure that requests another |ayer performa specific
action on the requestor’s behalf or notifies the other |ayer of sone
event. The Datanover Interface between an i SCSI |ayer instance and a
Dat amover | ayer instance within an i SCSI end node uses a set of
Qperational Prinmtives to define the functional interface between the
two |layers. Note that not every invocation of an Operationa
Primtive may elicit a response fromthe requested layer. This
docunent describes the types of Operational Prinmitives that are
implicitly required and provided by the i SCSI protocol |ayer as
defined in [RFC3720], and the semantics of these Primitives.

Note that ownership of buffers and data structures is likely to be
exchanged between the i SCSI layer and its |ocal Datanpbver |ayer in
i nvoki ng the Operational Primtives defined in this architecture.
The buffer managenment details, including how buffers are all ocated
and rel eased, are inplenentation-specific and thus are outside the
scope of this docunent.

Each Operational Primtive invocation needs a certain "information
context" (e.g., Connection_Handle) for performng the specific action
bei ng requested. The required information context is described in
this docunment by a listing of "qualifiers" on each invocation, in the
style of function call argunents. There is no specific

i mpl enentation inplied in this notation. The "qualifiers"” of any
Qperational Primtive invocation specified in this docunment thus
represent the mandatory informati on context that the Operationa
Primtive invocation MIST consider in performng the action. Wile
the qualifiers are required, the nethod of realizing the qualifiers
(passed synchronously with invocation, or retrieved fromtask
context, or retrieved fromshared menory etc.) is really up to the

i mpl enent ati ons.
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When an Operational Primtive inplenentation is described as
mandatory ("MJST") or reconmended ("SHOULD') of a layer (iSCSI or
Dat anover) in this docunent, the intent is that an inplenentation
respectively MJUST or SHOULD produce the sane protocol action as what
the nmodel descri bes.

5.5. Transport Connection

The term "Transport Connection" is used in this document as a generic
termto represent the end-to-end | ogical connection as defined by the
underlying reliable transport protocol. For this docunent, al

i nstances of Transport Connection refer to a TCP connection

6. Datanover Layer and Datanover Protoco

This section introduces the notion of a "Datanover |ayer" and
"Dat amover protocol” as nmeant in this docunment, and defines the
requi renents on a Datanover protocol

A Datanover layer is the inplenmentation conponent that realizes a
Dat amover protocol functionality in an i SCSI-capabl e end node in
conmuni cating with other i SCSI end nodes with simlar capabilities.
More specifically, a "Datanover |ayer” MJST provide the foll ow ng
functionality and the "Datanover protocol"” MJST consist of the wire
protocol required to realize the follow ng functionality:

1) guarantee that all the necessary data transfers take place when
the local iSCSI |ayer requests transmitting a conmand (in order
to conplete a SCSI conmmand, for an initiator), or
sendi ng/receiving an i SCSI data sequence (in order to conplete
part of a SCSI command for a target).

2) transport an i SCSI control-type PDU as-is to the peer Datanover
| ayer when requested to do so by the local iSCSI |ayer.

3) provide notification and delivery to the i SCSI |ayer upon
arrival of an i SCSI control -type PDU

4) provide an initiator-to-target data acknow edgerment of SCS
read data back to the target i SCSI |ayer, when requested.

5) provide an asynchronous notification upon conpletion of a
requested data transfer operation that noved data w t hout
i nvol ving the i SCSI | ayer.

6) place the SCSI data into the |I/O buffers or pick up the SCS

data for transm ssion out of the data buffers that the i SCS
| ayer had requested to be used for a SCSI 1/0O
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7) provide an error-free (i.e., must have at |east the sane | eve
of assurance of data integrity as the CRC32C i SCSI data
digest), reliable, in-order delivery transport nechani sm over
| P networks in perform ng the data transfer, and asynchronously
notify the i SCSI |ayer upon i SCSI connection termnation

Note that this architecture expects that each conpliant Datanover
protocol will define the precise nmeans of satisfying the requirenents
specified in this section

In order to nmeet the functional requirenments listed in this section
certain Datanbver protocols may require pre-posted buffers fromthe

| ocal i SCSI protocol layer via nechanisns outside the scope of this
docunent. |In sone inplenentations, the absence of such buffers nmay
result in a connection failure. Datanmover protocols may also realize
these functional requirenents via nethods not explicitly listed in
this document.

7. Functional Overview

This section presents an overview of the functional interactions
between the i SCSI | ayer and the Datanover |ayer as intended by this
Architecture.

7.1. Startup

The i SCSI Logi n Phase on an i SCSI connection occurs as defined in

[ RFC3720]. The Architecture assunes that at the end of the Login
Phase, both the initiator and target, if they had so deci ded,
transition the connection to bei ng Dat anpver-assisted. The precise
nmeans of how an i SCSI initiator and an i SCSI target agree on having
the connection Datanover-assisted is defined by the Datanover
protocol. The only architectural requirenent is that all i SCS
interactions in the i SCSI Full Feature Phase MJST be Dat anover-
assisted subject to the prior agreenment, neaning that the Datanover
protocol is in the i SCSI-to-i SCSI comruni cation path bel ow the i SCSI
| ayer on either side as shown in Figure 1. DA defines the

Enabl e_Dat anbver Operational Primtive (Section 8.6) to bring about
this transition to a Datanover-assi sted connection

The Architecture al so assunmes that the Datanover |ayer may require a

certai n nunber of opaque |ocal resources for making a connection

Dat anover - assi sted. DA thus defines the

Al |l ocat e_Connection_Resources Qperational Printive (Section 8.4) to

nodel this interaction. This Prinmitive is intended to be invoked on

each side once the two sides decide (as previously noted) to have the
connection be Datampver-assisted. The expected sequence of Primtive
i nvocations is depicted in Figures 2 and 3 in Section 13.2. Figures
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4, 5, and 6 illustrate howthe Primtives may be enpl oyed to dea
with various |egal |ogin outcones.

7.2. Full Feature Phase

Al'l i SCSI peer communication in the Full Feature Phase happens
through the Datanover |layers if the i SCSI connection is Datanover-
assisted. The Architecture assunmes that a Datanpver |ayer nay
require a certain nunber of opaque |ocal resources for each new i SCS
task. In the normal course of execution, these task-1level resources
in the Datampver |ayer are assuned to be transparently allocated on
each task initiation and deal |l ocated on the concl usion of each task
as appropriate. In exception scenarios however -- scenarios that do
not yield a SCSI Response for each task such as ABORT TASK operation
-- the Architecture assunmes that the Datanover |ayer needs to be
notified of the individual task termnations to aid its task-Ieve
resource managenent. DA thus defines the Deal | ocate_Task_Resources
Qperational Primtive (Section 8.9) to nodel this task-resource
managenent. I n specifying the ITT qualifier for the

Deal | ocat e_Task_Resources Primtive, the Architecture further assunes
that the Datanover |ayer tracks its opaque task-level |ocal resources
by the i SCSI ITT. DA also defines Send_Control (Section 8.1),

Put _Data (Section 8.2), Get_Data (Section 8.3),

Dat a_Conpl etion_Notify (Section 9.3), Data_ACK Notify (Section 9.4),
and Control _Notify (Section 9.1) Operational Primtives to nodel the
various Full Feature Phase interactions.

Figures 9, 10, and 11 in Section 13.2 show some Full Feature Phase
interactions -- SCSI Wite task, SCSI Read task, and a SCSI Read Data
acknow edgenent, respectively. Figure 12 in Section 13.2 illustrates
how an ABORT TASK operation can be nodel ed |l eading to determnistic
resource cl eanup on the Datanover |ayer.

7.3. Wap-up

Once an i SCSI connection becones Dat anover - assi sted, the connection
continues in that state until the end of the Full Feature Phase,
i.e., the ternination of the connection. The Architecture assunes
that when a connection is nornally | ogged out, the Datanover |ayer
needs to be notified so that its connection-|evel opaque resources
(see Section 7.1) may be freed up. DA thus defines a
Connection_Term nate Qperational Primtive (Section 8.7) to nodel
this interaction. The Architecture further assunes that when a
connection term nation happens without i SCSI |ayer’s involvenent
(e.g., TCP RST), the Datanover |ayer is capable of locally cleaning
up its task-level and connection-level resources before notifying the
i SCSI | ayer of the fact. DA thus defines the
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Connection_Terminate Notify Operational Primtive (Section 9.2) to
nodel this interaction.

Figures 7 and 8 in Section 13.2 illustrate the interactions between
the i SCSI and Dat anmover |ayers in normal and unexpected connection
term nation scenari os.

8. Operational Primtives Provided by the Datanpver Layer
VWile the i SCSI specification itself does not have a notion of
Qperational Primtives, any i SCSI |ayer inplenmenting the i SCS
specification functionally requires the foll owi ng Operationa
Primtives fromits Datanmover |ayer. Thus, any Datanover protoco
conpliant with this architecture MJUST inplenment the Operationa
Primtives described in this section. These Qperational Prinitives
are invoked by the i SCSI |ayer as appropriate. Unless otherw se
stated, all the followi ng Operational Primtives may be used both on
the initiator side and the target side. |In general progranm ng
term nol ogy, this set of Operational Prinmitives nay be construed as
"down calls".

1) Send_Contro

2) Put_Data

3) Cet_Data

4) Al l ocat e_Connecti on_Resources
5) Deal | ocate_Connecti on_Resources
6) Enabl e_Dat anmover

7) Connection_Term nate

8) Notice_ Key Val ues

9) Deal | ocate_Task_Resources

8.1. Send Contro
I nput qualifiers: Connection Handle, iSCSI PDU specific qualifiers
Return Results: Not specified.

An i SCSI | ayer requests that its |ocal Datampver |ayer transmt an

i SCSI control -type PDU to the peer iSCSI |ayer operating in the
renote i SCSI node by this Operational Primtive. The Datanover |ayer
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perforns the requested operation, and may add its own protoco
headers in doing so. The i SCSI |ayer MJST NOT invoke the
Send_Control Qperational Prinitive on an i SCSI connection that is not
yet Dat anover - assi st ed.

An initiator iSCSI |ayer requesting the transfer of a SCSI Command
PDU or a target i SCSI |ayer requesting the transfer of a SCS
response PDU are exanpl es of invoking the Send _Control Operationa
Primtive. As Section 10.3.1 illustrates later on, the i SCSI PDU
specific qualifiers in this exanple are: BHS and AHS,

Dat aDescri pt or Qut, DataDescriptorln, |medi ateDataSi ze, and

Unsol i ci t edDat aSi ze

8.2. Put_Data

I nput qualifiers: Connection_Handl e, contents of a SCSI Data-1n PDU
header, Data_Descriptor, Notify_ Enable

Return Results: Not specified.

An i SCSI | ayer requests that its |ocal Datampover |ayer transmt the
data identified by the Data Descriptor for the SCSI Data-In PDU to
the peer i SCSI layer on the rempte i SCSI node by this Operationa
Primtive. The Datanover |ayer perfornms the operation by using its
own protocol neans, conpletely transparent to the renpote i SCSI |ayer.
The i SCSI |ayer MJUST NOT invoke the Put_Data Operational Primtive on
an i SCSI connection that is not yet Datanover-assi sted.

The Notify Enable qualifier is used to request the | ocal Datanover
| ayer to generate or not generate the eventual |ocal conpletion
notification to the i SCSI |ayer for this Put_Data invocation. For
detail ed semantics of this qualifier, see Section 9.3.

A Put_Data Primtive may only be invoked by an i SCSI |ayer on the
target to its | ocal Datanover |ayer.

A target i SCSI |ayer requesting the transfer of an i SCSI read data
sequence (al so known as a read burst) is an exanple of invoking the
Put _Data Operational Prinmitive

8.3. Get_Data

I nput qualifiers: Connection_ Handle, contents of an R2T PDU
Dat a_Descriptor, Notify Enable

Return Results: Not specified.
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An i SCSI | ayer requests that its |ocal Datanmpver |ayer retrieve
certain data identified by the RRT PDU fromthe peer iSCSI |ayer on
the remote i SCSI node and place it into the buffer identified by the
Dat a_Descriptor by invoking this Operational Primtive. The

Dat anmover | ayer perfornms the operation by using its own protoco
neans, conpletely transparent to the renote i SCSI |ayer. The i SCS

| ayer MJUST NOT invoke the Get Data Operational Primtive on an i SCS
connection that is not yet Datanobver-assisted.

The Notify Enable qualifier is used to request that the | oca

Dat anover | ayer generate or not generate the eventual |oca
conpletion notification to the i SCSI layer for this Get_Data

i nvocation. For detailed semantics of this qualifier, see Section
9.3.

A CGet_Data Primtive may only be invoked by an i SCSI |ayer on the
target to its | ocal Datanover |ayer.

A target i SCSI |ayer requesting the transfer of an i SCSI wite data
sequence (al so known as a wite burst) is an exanple of invoking the
Get _Data Operational Primitive

8.4. Allocate_Connection_Resources
I nput qualifiers: Connection_Handl e[, Resource Descriptor ]
Return Results: Status.

By invoking this Operational Primtive, an i SCSI |ayer requests that
its local Datanover |ayer performall the Datanpver-specific resource
al l ocations required for the Full Feature Phase of an i SCSI|
connection. The Connection_Handle identifies the connection for
which the i SCSI |ayer is requesting resources to be allocated.

Al l ocation of these resources is a step towards eventually
transitioning the connection to beconme a Dat anover-assisted i SCS
connection. Note that the Datanover |ayer however does not allocate
any Dat anover-specific task-level resources upon invocation of this
Primtive.

An i SCSI |ayer, in addition, optionally specifies the

i mpl enent ati on-specific resource requirements for the i SCS
connection to the Datanover |ayer by passing an input qualifier
call ed Resource_Descriptor. The exact structure of a
Resource_Descriptor is inplenentation-dependent, and hence
structurally opaque to DA

A return result of Status=success neans that the
Al l ocat e_Connecti on_Resources invocation corresponding to that
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Connecti on_Handl e succeeded. |If an Allocate_Connecti on_Resources

i nvocation is made for a Connection_Handl e for which an earlier

i nvocati on succeeded, the return Status nust be success and the
request will be ignored by the Datanover layer. A return result of
Status=failure nmeans that the Allocate_Connecti on_Resources

i nvocation corresponding to that Connection Handle failed. There
MUST NOT be nmore than one All ocate_Connection_Resources Primtive

i nvocation outstanding for a given Connection_Handle at any tine.

The i SCSI | ayer must invoke the All ocate_Connection_Resources
Primtive before the invocation of the Enabl e Datanmpver Prinitive.

8.5. Deall ocate_Connection_Resources
I nput qualifiers: Connection_Handle
Return Results: Not specified.

By invoking this Operational Primtive, an i SCSI |ayer requests that
its local Datanover |ayer deallocate all the Datanpver-specific
resources that nmay have been allocated earlier for the Transport
Connection identified by the Connection_Handle. The iSCSI |ayer may
i nvoke this Operational Primtive when the Datanover-specific
resources associated with the Connecti on_Handl e are no | onger
necessary (such as the Login failure of the correspondi ng i SCSI
connection).

8.6. Enabl e_Dat anpover

I nput qualifiers: Connection_Handl e, Transport_ Connection_Descri ptor
[, Final _Logi n_Response_PDU

Return Results: Not specified.

By invoking this Operational Primtive, an i SCSI |ayer requests that
its local Datanover |ayer assist all further i SCSI exchanges on the

i SCSI connection (i.e., to nmake the connection Datanover-assi st ed)
identified by the Connection_Handl e, for which the Datanpver-specific
resource allocation was earlier made. The iSCSI |ayer MJST NOT

i nvoke the Enabl e_Dat anover Operational Primtive for an i SCS
connection unless there is a corresponding prior resource allocation

The Final _Login Response PDU input qualifier is applicable only for a
target, and contains the final Login Response that concludes the

i SCSI Logi n Phase and whi ch nust be sent as a byte stream as expected
by the initiator iSCSI |ayer. Wen this qualifier is used, the
target - Dat anover | ayer MJST transmt this final Login Response before
Dat anmover assistance is enabled for the Transport Connection
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The i SCSI | ayer identifies the specific Transport Connection

associ ated with the Connection_Handl e to the Datanover |ayer by
speci fying the Transport_Connecti on_Descriptor. The exact structure
of this Descriptor is inplenentation-dependent.

8.7. Connection_Term nate
I nput qualifiers: Connection_Handle
Return Results: Not specified.

By invoking this Operational Primtive, an i SCSI |ayer requests that
its local Datanover |ayer term nate the Transport Connection and
deal | ocate all the connection and task resources associated with the
Connection_Handl e. Wen this Operational Primtive invocation
returns to the i SCSI |ayer, the i SCSI |ayer may assune the ful
ownership of all the i SCSI-|evel resources, e.g., I/O Buffers,
associated with the connection. This Operational Primtive may be

i nvoked only with a valid Connection_Handl e, and the Transport
Connection associated with the Connection_Handl e nust al ready be

Dat anover - assi st ed.

8.8. Notice_Key_ Val ues

I nput qualifiers: Connection_Handl e, Nunber of keys, a list of Key-
Val ue pairs.

Return Results: Not specified.

By invoking this Operational Primtive, an i SCSI |ayer requests that
its local Datanover |ayer take note of the negotiated val ues of the
listed keys for the Transport Connection. This CQperational Primtive
may be invoked only with a valid Connection_Handl e, and the Key-Val ue
pairs MJST be the current values that were successfully agreed upon
by the i SCSI peers for the connection. The Datanover |ayer may use
the values of the keys to aid the Datanpbver operation as it deens
appropriate. The specific keys to be passed as input qualifiers and
the point(s) in time this Operational Prinitive is invoked are

i mpl ement ati on- dependent .

8.9. Deallocate Task Resources
I nput qualifiers: Connection Handle, ITT
Return Results: Not specified.

By invoking this Operational Primtive, an i SCSI |ayer requests that
its local Datanover |ayer deallocate all Datanover-specific resources
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9.

1

that earlier may have been allocated for the task identified by the
| TT qualifier. The iSCSI |ayer uses this Operational Primtive
during exception processing when one or nore active tasks are to be
term nated wi thout corresponding SCSI Response PDUs. This Primtive
MJST be invoked for each active task term nated wi thout a SCS
Response PDU. This Primtive MJST NOT be invoked by the i SCSI |ayer
when a SCSI Response PDU normally concludes a task. Wen a SCS
Response PDU normal ly concludes a task (even if the SCSI Status was
not a success), the Datamover |ayer is assumed to have automatically
deal | ocated all Datanover-specific task resources for that task
Refer to Section 7.2 for a related discussion on the Architectura
assunptions on the task-|evel Datanover resource nmanagement,
especially with respect to when the resources are assuned to be

al | ocat ed.

Qperational Primtives Provided by the i SCSI Layer

While the i SCSI specification itself does not have a notion of
Qperational Prinitives, any i SCSI |ayer inplenenting the i SCS
specification would have to provide the foll owi ng Operationa
Primtives to its |ocal Datanover |ayer. Thus, any i SCSI protoco

i mpl enentation conpliant with this architecture MJST inplement the
Qperational Primtives described in this section. These Operationa
Primtives are invoked by the Datanobver |ayer as appropriate and when
the i SCSI connection is Datanpver-assisted. Unless otherw se stated,
all the followi ng Operational Primtives may be used both on the
initiator side and the target side. |n general progranmn ng
term nol ogy, this set of Operational Primtives may be construed as
"up calls".

1) Control Notify

2) Connection_Term nate_Notify

3) Data_Conpletion_Notify

4) Data_ACK Notify

Control _Notify

I nput qualifiers: Connection_Handle, an i SCSI control -type PDU
Return Results: Not specified.

A Dat amover |ayer notifies its local iSCSI layer, via this
Qperational Primtive, of the arrival of an i SCSI control-type PDU

fromthe peer Datanover |ayer on the renote i SCSI node. The i SCS
| ayer processes the control-type PDU as defined in [ RFC3720].
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A target i SCSI |ayer being notified of the arrival of a SCSI comrmand
is an example of invoking the Control _Notify Operational Primtive.

Note that inplenentations nmay choose to describe the "i SCSI control -
type PDU' qualifier in this notification using a Data_Descriptor
(Section 5.2) and not necessarily one contiguous buffer.

9.2. Connection_Term nate_Notify
I nput qualifiers: Connection_Handl e
Return Results: Not specified.

A Dat amover |ayer notifies its local iSCSI |ayer on an unsolicited
termination or failure of an i SCSI connection providing the
Connection_Handl e associated with the i SCSI Connection. The i SCS

| ayer MJST consi der the Connection_Handle to be invalid upon being so
notified. The iSCSI |ayer processes the connection term nation as
defined in [RFC3720]. The Datanpver |ayer MJST deal | ocate the
connection and task resources associated with the term nated
connection before notifying the i SCSI | ayer of the ternmination via
this Operational Primtive.

A target i SCSI layer is notified of an ungraceful connection

term nation by the Datanover |ayer when the underlying Transport
Connection is torn down. Such a Connection_Term nate_Notify
Qperational Prinmitive my be triggered, for exanple, by a TCP RESET
in cases where the underlying Transport Connection uses TCP

9.3. Data_Conpletion Notify
I nput qualifiers: Connection_Handle, ITT, SN
Return Results: Not specified.

A Datanover |layer notifies its local iSCSlI |ayer on conpleting the
retrieval of the data or upon sending the data, as requested in a
prior i SCSI data-type PDU, fromto the peer Datanover |ayer on the
renote i SCSI node via this Qperational Prinitive. The iSCSI |ayer
processes the operation as defined in [ RFC3720].

SN may be either the DataSN associated with the SCSI Data-1n PDU or
R2TSN associ ated with the RRT PDU dependi ng on the SCSI operation.
Note that, for targets, a TTT (see [RFC3720]) could have been
specified instead of an SN. However, the considered choice was to

| eave the SN to be the qualifier for two reasons -- a) it is generic
and applicable to initiators and targets as well as Data-Iln and
Dat a- Qut, and b) having both SN and TTT qualifiers for the
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9. 4.

10.

10.

notification is considered onerous on the Datanover |ayer, in terns
of state maintenance for each conpletion notification. The
implication of this choice is that iSCSI target inplenmentations wll
have to adapt to using the ITT-SN tuple in associating the solicited
data to the appropriate task, rather than the ITT-TTT tuple for doing
t he same.

If Notify_Enable is set in either a Put_Data or a Get_Data

i nvocation, the Datanover |ayer MJST invoke the

Dat a_Conpl etion_Notify Operational Primtive upon conpleting that
requested data transfer. |If the Notify_Enable was cleared in either
a Put Data or a Get_Data invocation, the Datanover |ayer MJST NOT

i nvoke the Data Conpletion_Notify Operational Primtive upon

conpl eting that requested data transfer.

A Data_Compl etion_Notify invocation serves to notify the i SCSI | ayer
of the Put_Data or Get_Data conpletion, respectively. As earlier
noted in Sections 8.2 and 8.3, specific Datanobver protocol
definitions may restrict the usage scope of Put_Data and Get Data,
and thus inplicitly the usage scope of Data Conpletion_Notify.

A target i SCSI layer being notified of the retrieval of a wite data
sequence is an exanple of invoking the Data_Conpletion_Notify
Qperational Primtive.

Dat a_ACK_ Notify
I nput qualifiers: Connection_Handle, |ITT, DataSN
Return Results: Not specified.
A target Datanover layer notifies its local iSCSI |ayer of the
arrival of a previously requested data acknow edgerment fromthe peer
Dat amover | ayer on the renote (initiator) i SCSI node via this
Qperational Primtive. The iSCSI |ayer processes the data
acknow edgenent notification as defined in [ RFC3720].
A target iSCSI |ayer being notified of the arrival of a data
acknow edgenent for a certain SCSI Read data PDU is the only exanple
of invoking the Data_ACK Notify Operational Primtive.

Dat amover Interface (D)
1. Overview
Thi s section describes the nodel of interactions between i SCSI and

Dat amover | ayers when the i SCSI connection is Datanpver-assi sted so
the i SCSI layer nay carry out the follow ng:
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- send i SCSI data-type PDUs and exchange i SCSI control -type PDUs,
and

- handl e asynchronous notifications such as conpletion of data
sequence transfer and connection failure.

This chapter relies on the notion of Operational Primtives (Section
5.4) to define D.

10.2. Interactions for Handling Asynchronous Notifications
10.2.1. Connection Term nation

As stated in Section 9.2, the Datamover |ayer notifies the i SCS

| ayer of a failed or term nated connection via the
Connection_Termnate_Notify Operational Primtive. The iSCSI |ayer
MJST consi der the connection unusabl e upon the invocation of this
Primtive and handl e the connection term nation as specified in

[ RFC3720] .

10.2.2. Data Transfer Conpletion

As stated in Section 9.3, the Datanover |ayer notifies the i SCS
| ayer of a conpleted data transfer operation via the

Dat a_Conpl etion_Notify Operational Primtive. The iSCSI |ayer
processes the transfer conpletion as specified in [ RFC3720].

10.2.2.1. Conpletion of a Requested SCSI Data Transfer
To notify the i SCSI |ayer of the conpletion of a requested i SCS
data-type PDU transfer, the Datanover |ayer uses the
Dat a_Conpl etion_Notify Operational Primtive with the follow ng input
qualifiers.
a) Connecti on_Handl e.
b) ITT: Initiator Task Tag semantics as defined in [ RFC3720].
c) SN. DataSN for a SCSI Data-in/Data-out PDU, and R2TSN for an
i SCSI R2T PDU. The semantics for both types of sequence
nunbers are as defined in [ RFC3720].
The rationale for choosing SN is explained in Section 9. 3.
Every invocation of the Data_Conpletion_Notify Operational Primtive
MJST be preceded by an invocation of the Put_Data or Get_Data

Qperational Primtive with the Notify Enable qualifier set by the
i SCSI layer at an earlier point in tine.
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10.

10.

2.3. Data Acknow edgenent

[ RFC3720] allows the i SCSI targets to optionally solicit data
acknow edgenment fromthe initiator for one or nore Data-In PDUs, via
setting of the A-bit on a Data-1n PDU. The Data_ACK Notify
Qperational Primtive with the following input qualifiers is used by
the target Datanover |ayer to notify the local iSCSlI |ayer of the
arrival of data acknow edgenent of a previously solicited i SCSI read
data acknow edgenment. This Operational Prinitive thus is applicable
only to i SCSI targets.

a) Connection_Handl e.
b) ITT: Initiator Task Tag semantics as defined in [ RFC3720].

c) DataSN. of the next SCSI Data-In PDU, which imediately foll ows
the SCSI Data-In PDUwith the A-bit set to which this
notification corresponds, with semantics as defined in
[ RFC3720] .

Every invocation of the Data ACK Notify Operational Prinitive MJST be
preceded by an invocation of the Put_Data Operational Primtive by
the i SCSI target layer with the A-bit set to 1 at an earlier point in
tine.

3. Interactions for Sending an i SCSI PDU

Thi s section discusses the nodel of interactions for sending each of
the i SCSI PDUs defined in [RFC3720]. A Connection_Handl e (see
Section 5.3) is assuned to qualify each of these interactions so that
the Dat anpbver | ayer can route it to the appropriate Transport
Connection. The qualifying Connection_Handle is not explicitly
listed in the subsequent sections.

Note that the defined list of input qualifiers represents the
semantically required set for the Datanover |ayer to consider in

i mpl enenting the Primtive in each interaction described in this
section (see Section 5.4 for an elaboration). |nplenmentations may
choose to deduce the qualifiers in ways that are optim zed for the
i mpl enentati on specifics. Two exanples of this are:

1. For SCSI command (Section 10.3.1), deducing the
| mredi at eDat aSi ze i nput qualifier fromthe DataSegnent Length
field of the SCSI Comand PDU

2. For SCSI Data-Qut (Section 10.3.5.1), deducing the
Dat aDescriptorQut input qualifier fromthe associ ated SCS
conmand i nvocation qualifiers (assum ng such state is
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10.

10.

mai ntai ned) in conjunction with BHS fields of the SCSI Data- Qut
PDU.

3.1. SCSI Command

The Send_Control Operational Primtive with the follow ng input
qualifiers is used for requesting the transm ssion of a SCSI Comand
PDU.

a) BHS and AHS, if any, of the SCSI Conmand PDU as defined in
[ RFC3720] .

b) DataDescriptorQut: that defines the 1/0O Buffer neant for Data-
CQut for the entire command, in the case of a wite or
bi di recti onal command.

c) DataDescriptorin: that defines the I/O Buffer nmeant for Data-In
for the entire command, in the case of a read or bidirectiona
command.

d) | medi at eDat aSi ze: that defines the nunber of octets of
i medi ate unsolicited data for a wite/bidirectional command.

e) UnsolicitedDataSi ze: that defines the nunber of octets of
i mredi ate and non-imedi ate unsolicited data for a
write/bidirectional comrand.
3.2. SCSI Response
The Send_Control Operational Primtive with the follow ng input
qualifiers is used for requesting the transm ssion of a SCSI Response
PDU.
a) BHS of the SCSI Response PDU as defined in [ RFC3720].

b) Dat aDescriptorStatus: that defines the i SCSI buffer that
contai ns the sense and response information for the command.

3.3. Task Managenent Function Request

The Send_Control Operational Primtive with the follow ng input
qualifiers is used for requesting the transm ssion of a Task
Managenent Functi on Request PDU

a) BHS of the Task Managenent Function Request PDU as defined in
[ RFC3720] .
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b) DataDescriptorQut: that defines the I1/0O Buffer neant for Data-
Qut for the entire command, in the case of a wite or
bi di rectional conmand. (Only valid if Function="TASK REASSI GN'
- [ RFC3720] .)

c) DataDescriptorin: that defines the I/O Buffer nmeant for Data-In
for the entire comnmand, in the case of a read or bidirectional
conmand. (Only valid if Function="TASK REASSI GN' - [RFC3720].)

10. 3. 4. Task Managenent Function Response
The Send_Control Operational Primtive with the follow ng input
qualifier is used for requesting the transm ssion of a Task
Managenent Function Response PDU.

a) BHS of the Task Managenent Function Response PDU as defined in
[ RFC3720] .

10.3.5. SCSI Data-CQut and SCSI Data-In

10.3.5.1. SCSl Data- Qut
The Send_Control Operational Primtive with the follow ng input
qualifiers is used by the initiator iSCSI |ayer for requesting the
transm ssion of a SCSI Data-Qut PDU carrying the non-imediate
unsolicited data.

a) BHS of the SCSI Data-CQut PDU as defined in [ RFC3720].

b) DataDescriptorQut: that defines the I/O Buffer with the Data-
Qut to be carried in the i SCSI data segnent of the PDU.

10.3.5.2. SCSl Data-In
The Put _Data Operational Primtive with the follow ng input
qualifiers is used by the target i SCSI |ayer for requesting the
transm ssion of the data carried by a SCSI Data-1n PDU.
a) BHS of the SCSI Data-1n PDU as defined in [ RFC3720].

b) DataDescriptorin: that defines the I/O Buffer with the Data-In
bei ng requested for transm ssion.
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10.3.6. Ready To Transfer (R2T)
The Get_Data Operational Prinmitive with the foll ow ng input
qualifiers is used by the target i SCSI |ayer for requesting the
retrieval of the data as specified by the semantic content of an R2T
PDU.
a) BHS of the Ready To Transfer PDU as defined in [ RFC3720].

b) DataDescriptorQut: that defines the 1/O Buffer for the Data-Qut
bei ng requested for retrieval.

10.3.7. Asynchronous Message
The Send_Control Operational Prinmitive with the follow ng input
qualifiers is used for requesting the transm ssion of an Asynchronous
Message PDU.
a) BHS of the Asynchronous Message PDU as defined in [ RFC3720].

b) Dat aDescri ptor Sense: that defines an i SCSI buffer that contains
the sense and i SCSI Event infornation.

10. 3. 8. Text Request
The Send_Control Operational Prinmitive with the follow ng input
qualifiers is used for requesting the transm ssion of a Text Request
PDU.
a) BHS of the Text Request PDU as defined in [ RFC3720].

b) Dat aDescriptorTextQut: that defines the i SCSI Text Request
buf f er.

10.3.9. Text Response
The Send_Control Operational Primtive with the follow ng input
qualifiers is used for requesting the transm ssion of a Text Response
PDU.
a) BHS of the Text Response PDU as defined in [ RFC3720].

b) Dat aDescriptorTextln: that defines the i SCSI Text Response
buf fer.
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3.10. Login Request

The Send_Control Operational Prinmitive with the follow ng input
qualifiers is used for requesting the transm ssion of a Login Request
PDU.

a) BHS of the Login Request PDU as defined in [ RFC3720].

b) Dat aDescri ptorLogi nRequest: that defines the i SCSI Login
Request buffer.

Not e that specific Datanover protocols nmay choose to disallowthe
standard DA Primtives frombeing used for the i SCSI Login Phase.
When used in conjunction with such Datanover protocols, an attenpt to
send a Login Request via the Send_Control Operational Primtive

i nvocation is clearly an error scenario, as the Login Request PDU is
bei ng sent while the connection is in the i SCSI Full Feature Phase.

It is outside the scope of this docunment to specify the resulting

i npl enentati on behavior in this case -- [RFC3720] al ready defines the
error handling for this error scenario.

3.11. Login Response

The Send_Control Operational Primtive with the follow ng input
qualifiers is used for requesting the transm ssion of a Login
Response PDU

a) BHS of the Login Response PDU as defined in [RFC3720].

b) Dat aDescri pt or Logi nResponse: that defines the i SCSI Login
Response buffer.

Not e that specific Datanover protocols nay choose to disallowthe
standard DA Primtives frombeing used for the i SCSI Login Phase.
VWhen used in conjunction with such Datanover protocols, an attenpt to
send a Login Response via the Send _Control Operational Primtive

i nvocation is clearly an error scenario, as the Login Response PDU is
being sent while in the i SCSI Full Feature Phase. It is outside the
scope of this document to specify the resulting inplenentation
behavior in this case -- [RFC3720] already defines the error handling
for this error scenario.

3.12. Logout Command
The Send_Control Operational Prinmitive with the follow ng input

qualifier is used for requesting the transm ssion of a Logout Command
PDU.
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a) BHS of the Logout Conmand PDU as defined in [RFC3720].
3.13. Logout Response
The Send_Control Operational Primtive with the follow ng input
qualifier is used for requesting the transm ssion of a Logout
Response PDU.

a) BHS of the Logout Response PDU as defined in [ RFC3720].
3.14. SNACK Request
The Send_Control Operational Primtive with the follow ng input
qualifier is used for requesting the transmi ssion of a SNACK Request
PDU.

a) BHS of the SNACK Request PDU as defined in [ RFC3720].
3.15. Reject

The Send_Control Operational Prinmitive with the follow ng input
qualifiers is used for requesting the transm ssion of a Reject PDU.

a) BHS of the Reject PDU as defined in [ RFC3720].
b) Dat aDescriptorReject: that defines the i SCSI Reject buffer.
3.16. NOP- Qut

The Send_Control Operational Primtive with the follow ng input
qualifiers is used for requesting the transm ssion of a NOP-CQut PDU.

a) BHS of the NOP-Cut PDU as defined in [RFC3720].
b) Dat aDescri ptor NOPQut: that defines the i SCSI Ping data buffer.
3.17. NOP-In

The Send_Control Operational Prinmitive with the follow ng input
qualifiers is used for requesting the transm ssion of a NOP-1n PDU.

a) BHS of the NOP-1n PDU as defined in [ RFC3720].

b) Dat aDescriptorNOPIn: that defines the i SCSI Return Ping data
buf f er.
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10.4. Interactions for Receiving an i SCSI PDU

The only PDUs that are received by an i SCSI |ayer operating on a

Dat anmover | ayer are the i SCSI control -type PDUs. The Datampver | ayer
delivers the i SCSI control -type PDUs as they arrive, qualifying each
with the Connection_Handle (see Section 5.3) that identifies the

i SCSI connection for which the PDU is nmeant. The subsequent
processing of the i SCSI control -type PDUs proceeds as defined in

[ RFC3720] .

10.4.1. Ceneral Control-Type PDU Notification

Thi s sub-section describes the general mechanics applicable to
several control-type PDUs. The followi ng sub-sections note
addi ti onal considerations for control-type PDUs that are not covered
in this sub-section.

The Control Notify Operational Primtive is used to notify the i SCS
| ayer of the arrival of the followi ng i SCSI control -type PDUs: SCSI
Conmand, SCSI Response, Task Managenent Function Request, Task
Managenment Function Response, Asynchronous Message, Text Request,
Text Response, Logout Command, Logout Response, SNACK, Reject, NOP-
Qut, NOP-In.

10.4.2. SCSI Data Transfer PDUs
10.4.2.1. SCSI Data-Qut

The Control _Notify Operational Primtive is used to notify the i SCS
| ayer of the arrival of a SCSI Data-Qut PDU carrying the non-

i mredi ate unsolicited data. Note however that the solicited SCS
Data-Qut arriving on the target does not cause a notification to the
i SCSI |ayer using the Control _Notify Primtive because the solicited
SCS|I Data-Qut was not sent by the initiator i SCSI |ayer as control -
type PDUs.

10.4.2.2. SCSI Data-In

The Dat amover | ayer does not notify the i SCSI |ayer of the arrival of
the SCSI Data-in at the initiator, because SCSI Data-in is an i SCS
dat a-type PDU (see section 5.1). The iSCSI layer at the initiator
however may infer the arrival of the SCSI Data-In when it receives a
subsequent notification of the SCSI Response PDU via a Control Notify
i nvocati on.

VWil e this docurment does not contenplate the possibility of a Data-In

PDU being received at the initiator i SCSI |ayer, specific Datanover
protocols may define how to deal with an unexpected i nbound SCS
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Data-In PDU that may result in the initiator i SCSI |ayer receiving
the Data-In PDU. This docunent |eaves the details of handling this
error scenario to the specific Datanmover protocols, so each may
define the appropriate error handling specific to the Datanover

envi ronnent .

10.4.2.3. Ready To Transfer (R2T)

Because an R2T PDU is an i SCSI data-type PDU (see Section 5.1) that
is not delivered as-is to the initiator i SCSI |ayer, the Datamnpver

| ayer does not notify the i SCSI |ayer of the arrival of an R2T PDU
When an i SCSI node sends an R2T PDU to its | ocal Datanover |ayer, the
| ocal and renpte Datanover |ayers transparently bring about the data
transfer requested by the R2T PDU

VWil e this docurment does not contenplate the possibility of an R2T
PDU being received at the initiator i SCSlI |ayer, specific Datanover
protocols may define how to deal with an unexpected i nbound R2T PDU
that may result in the initiator i SCSI |ayer receiving the RRT PDU
Thi s docunent | eaves the details of handling this error scenario to
the specific Datampver protocols, so each nay define the appropriate
error handling specific to the Datanover environment.

10. 4. 3. Logi n Request

The Control _Notify Operational Primtive is used for notifying the
target iSCSI |ayer of the arrival of a Login Request PDU. Note that
speci fic Datanmover protocols may choose to disallow the standard DA
Primtives frombeing used for the i SCSI Login Phase. Wen used in
conjunction with such Datanover protocols, the arrival of a Login
Request necessitating the Control Notify Operational Primtive

i nvocation is clearly an error scenario, as the Login Request PDU is
arriving in the i SCSI Full Feature Phase. It is outside the scope of
this document to specify the resulting inplenmentation behavior in
this case -- [RFC3720] already defines the error handling in this
error scenario.

10.4.4. Login Response

The Control _Notify Operational Primtive is used to notify the
initiator i SCSI |ayer of the arrival of a Login Response PDU.  Note
that specific Datanover protocols nmay choose to disallow the standard
DA Primtives frombeing used for the i SCSI Login Phase. Wen used
in conjunction with such Datanover protocols, the arrival of a Login
Response necessitating the Control _Notify Operational Primtive

i nvocation is clearly an error scenario, as the Login Response PDU is
arriving in the i SCSI Full Feature Phase. It is outside the scope of
this docunment to specify the resulting inplenentation behavior in
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this case -- [RFC3720] already defines the error handling in this
error scenario.

Security Consi derations
1. Architectural Considerations

DA enabl es conpliant i SCSI inplenentations to realize a control and
data separation in the way they interact with their Datanover
protocols. Note however that this separation does not inmply a
separation in transport nediums between control traffic and data
traffic -- the basic i SCSI architecture with respect to tasks and PDU
rel ationships to tasks remai ns unchanged. [RFC3720] defines severa
MUST requirements on ordering rel ationshi ps across control and data
for a given task besides a mandatory determ nistic task allegi ance
nodel -- DA does not change this basic architecture (DA has a
normative reference to [ RFC3720]) for allow any additiona
flexibility in conpliance in this area. To summarize, sending bul k
data transfers (pronpted by Put Data and Get _Data Primtive

i nvocations) on a different transport medi umwould be as ill-advised
as sending just the Data-Qut/Data-1n PDUs on a different TCP
connection in RFC 3720-based i SCSI inpl ementati ons. Consequently,
all the iSCSI-related security text in [RFC3723] is directly
applicable to a DA-enabl ed i SCSI inpl enentation

Anot her area with security inplications is the Datanpver connection
resour ce managenent nodel, which DA defines -- particularly the

Al | ocat e_Connecti on_Resources Prinmtive. An inadvertent realization
of this nmodel could | eave an i SCSI inplenentation exposed to deni al -
of -service attacks. As Figures 2 and 3 in Section 13.2 illustrate,
the nost effective counterneasure to this potential attack consists
of performi ng the Datanover resource allocation when the i SCSI |ayer
is sufficiently far along in the i SCSI Login Phase that it is
reasonably certain that the peer side is not an attacker. In
particular, if the Login Phase includes a SecurityNegotiation stage,
an i SCSI end node MJUST defer the Datanover connection resource
allocation (i.e., invoking the Allocate_Connecti on_Resources
Primtive) to the Logi nOperational Negoti ation stage [ RFC3720] so that
the resource allocation happens post-authentication. This
considerably mnim zes the potential for a denial-of service attack

2. Wre Protocol Considerations

In view of the fact that the DA architecture itself does not define
any new wire protocol or propose nodifications to the existing
protocols, there are no additional wire protocol security

consi derations in enploying DA itself. However, a DA-conpliant iSCS
i mpl enentati on MUST conply with all the i SCSI-rel ated requirenents
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stipulated in [ RFC3723] and [RFC3720]. Note further that in
realizing DA each Datanover protocol mnust define and el aborate as
appropriate on any additional security considerations resulting from
the use of that Datanover protocol.

Al'l Dat anover protocol designers are strongly recomended to refer to
[ RDDPSEC] for the types of security issues to consider. Wile

[ RDDPSEC] el aborates on the security considerations applicable to an
RDDP- based Dat anover [i SER], the document is representative of the
type of analysis of resource exhaustion and the application of

count erneasures that need to be done for any Datanover protocol
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Appendi x A.  Design Considerations and Exanpl es
A. 1. Design Considerations for a Datanover Protoco

Thi s section discusses the specific considerations for RDVA-based and
RDDP- based Dat anover protocol s.

a) Note that the nodeling of interactions for SCSI Data- Qut
(Section 10.3.5.1) is only used for unsolicited data transfer.

b) The nodeling of interactions for SNACK (Sections 10.3.14 and
10.4.1) is not expected to be used given that one of the design
requi renents on the Datanover is that it "guarantees an error-
free, reliable, in-order transport mechanisn (Section 6). The
interactions for sending and receiving a SNACK are nevert hel ess
nodel ed in this docunment because the receiving i SCSI |ayer can
determ nistically deal with an inadvertent SNACK. This al so
shows the DA designers’ intent that DI is not neant to filter
certain types of PDUs.

c) The onus is on a reliable Datanover (per requirenents stated in
Section 6) to realize end-to-end data acknow edgenents via
Dat anover -specific means. |In view of this, even use of data-
ACK-type SNACKs are unnecessary. Consequently, an initiator
may never request sending a SNACK Request in this nodel
assum ng that the proactive (timeout-driven) SNACK
functionality is turned off in the | egacy i SCSI code.

d) Note that the current DA nodel for bootstrapping a
Connection_Handle into service -- i.e., associating a new i SCSI
connection with a Connection_Handle -- clearly inplies that the
i SCSI connection rmust already be in Full Feature Phase when the
Dat amover | ayer cones into the stack. This further inplies
that the i SCSI Logi n Phase nmust be carried out in the
traditional "Byte stream ng node" with no assistance or
i nvol venent from the Datanover | ayer.

A. 2. Exanpl es of Datamover Interactions
The figures described in this section provide sone exanples of the
usage of Operational Primtives in interactions between the i SCS
| ayer and the Datanover |ayer. The follow ng abbreviations are used
in this section.
Avail - Avail able

Abted - Aborted
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Buf - I/O Buffer

Cmd - Command

Conpl - Conpl ete

Conn - Connection

CGrl_Ntfy - Control _Notify

Dal Tk _Res - Deal | ocat e_Task_ Resources

Data Cnp_Nfy - Data_Conpl etion_Notify

Data ACK Nfy - Data_ACK Notify

DM - Dat anmover

[mm - | mredi ate

Snd_Ctrl - Send_Control

Msg - Message

Resp - Response

Sol - Solicited

TMF Req - Task Managerent Function Request
TMF Res - Task Managenent Function Response
Trans - Transfer

Unsol - Unsolicited
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Figure 3. A Successful iSCSI Login on Target
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Figure 5. A Failed i SCSI Login on Target
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