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Distribution of this menop is unlimted.

Abstract

Aggregate Server Access Protocol (ASAP; RFC 5352), in conjunction

wi th the Endpoi nt Handl espace Redundancy Protocol (ENRP; RFC 5353),
provides a high-availability data transfer mechani smover |IP
networks. ASAP uses a handl e-based addressi ng nodel that isolates a
| ogi cal conmmuni cation endpoint fromits |IP address(es), thus
effectively elimnating the binding between the comunication
endpoint and its physical |IP address(es), which normally constitutes
a single point of failure.

In addition, ASAP defines each |ogical comunication destination as a
pool, providing full transparent support for server pooling and | oad
sharing. It also allows dynam c systemscalability -- nmenbers of a
server pool can be added or renobved at any tine w thout interrupting
the service

ASAP is designed to take full advantage of the network | eve
redundancy provided by the Stream Transni ssion Control Protoco
(SCTP; RFC 4960). Each transport protocol, other than SCTP, MJST
have an acconpanyi ng transport nmappi ng docunent. It should be noted
that ASAP nessages passed between Pool El enents (PEs) and ENRP
servers MJST use the SCTP transport protocol

The high-availability server pooling is gained by conbining two
protocol s, nanely ASAP and ENRP, in which ASAP provides the user
interface for Pool Handle to address translation, |oad sharing
managenent, and fault managenent, while ENRP defines the high-
avai l ability Pool Handl e translation service.
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| ntroducti on

The Aggregate Server Access Protocol (ASAP), when used in conjunction
wi t h Endpoi nt Nane Resol ution Protocol [RFC5353], provides a high-
avail ability data-transfer mechani smover |P networks. ASAP uses a
handl e- based addressi ng nodel that isolates a |ogical comunication
endpoint fromits |IP address(es), thus effectively elimnating the

bi ndi ng between the conmuni cation endpoint and its physical IP
address(es), which normally constitutes a single point of failure.

VWhen multiple receiver instances exist under the sanme handle (aka a
server pool), an ASAP Endpoint wll select one Pool Elenment (PE)
based on the current |oad sharing policy indicated by the server
pool, and deliver its nmessage to the selected PE

VWil e delivering the nessage, ASAP can be used to nonitor the
reachability of the selected PE. If it is found unreachable, before
notifying the nessage sender (an ASAP User) of the failure, ASAP can
automatically select another PE (if one exists) under that pool and
attenpt to deliver the nessage to that PE. In other words, ASAP is
capabl e of transparent fail over anpbngst PE instances within a server
pool

ASAP depends on ENRP, which provides a high-availability Poo

Handl espace. ASAP is responsible for the abstraction of the
underlying transport technol ogies, |oad distribution nmanagenent,
fault managenment, as well as presentation to the upper |ayer (aka an
ASAP User) via a unified primtive interface.

When SCTP [ RFC4960] is used as the transport |ayer protocol, ASAP can
seam essly incorporate the |ink-layer redundancy provided by SCTP

Thi s docunent defines the ASAP portion of the high-availability
server pool

1. Definitions

Thi s docunent uses the follow ng terns:

ASAP User: Either a PE or Pool User (PU) that uses ASAP

Busi ness Card: Wen presented by a PUor PE, it specifies the poo

the sender belongs to and provides a |list of alternate PEs in case
of failovers.
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1

2.

Qperational Scope: The part of the network visible to pool users by
a specific instance of the reliable server pooling protocols.

Pool (or Server Pool): A collection of servers providing the sane
application functionality.

Pool Handle: A logical pointer to a pool. Each server pool wll be
identifiable in the operational scope of the system by a unique
Pool Handl e.

Pool Elenent: A server entity having registered to a pool
Pool User: A server pool user

Pool El enent Handl e (or Endpoint Handle): A logical pointer to a
particul ar Pool Element in a pool, consisting of the Pool Handl e
and a destination transport address of the Pool Elenent.

Handl espace: A cohesive structure of Pool Handl es and rel ations that
may be queried by an internal or external agent.

Honme ENRP Server: The ENRP server to which a PE or PU currently
sends all namespace service requests. A PE nust only have one
Honme ENRP server at any given tinme, and both the PE and its Hone
ENRP server MJUST know and keep track of this relationship. A PU
shoul d sel ect one of the avail able ENRP servers as its Home ENRP
server, but the collective ENRP servers may change this by the
sendi ng of an ASAP_ENDPO NT_KEEP_ ALl VE nessage

ENRP Client Channel: The comruni cation channel through which an ASAP
User sends all namespace service requests. The client channel is
usual | y defined by the transport address of the Home ENRP server
and a well-known port number. The channel MAY nake use of
mul ticast or a naned |ist of ENRP servers.

Network Byte Order: Most significant byte first, aka Big Endi an

Transport Address: A transport address is traditionally defined by
Net wor k Layer address, Transport Layer protocol and Transport
Layer port nunber. In the case of SCTP running over IP, a
transport address is defined by the combination of an | P address
and an SCTP port numnber (where SCTP is the Transport protocol).

Conventi ons
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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1.3. Oganization of This Docunent

Section 2 details the ASAP nessage formats. |In Section 3, we provide
det ai |l ed ASAP procedures for the ASAP inplenmenter. Section 4

summari zes whi ch nessages need to be supported by whi ch nodes, and
Section 5 describes the usage of SCTP. In Section 6, details of the
ASAP interface are given, focusing on the comunication prinmtives
bet ween ASAP, the applications above ASAP, and ASAP itself, and the
conmuni cations primtives between ASAP and SCTP (or other transport

| ayers). Also included in this discussion are relevant timers and
confi gurabl e paraneters, as appropriate. Section 7 provides
threshol d and protocol variables.

It should be noted that variables, timers, and constants are used in
the text when necessary. The conplete list can be found in
Section 7.

1.4. Scope of ASAP

The requirements for high availability and scalability do not inply
requi renents on shared state and data. ASAP does not provide
transaction failover. |[If a host or application fails during the
processing of a transaction, this transaction may be lost. Sone
services MAY provide a way to handle the failure, but this is not
guaranteed. ASAP MAY provi de hooks to assist an application in

buil ding a nechanismto share state but ASAP in itself does NOT share
any state.

1.4.1. Extent of the Handl espace

The scope of ASAP/ENRP is NOT Internet-w de. The handl espace is
neither hierarchical nor arbitrarily large like DNS. A flat peer-to-
peer nodel is detailed. Pools of servers will exist in different

adm ni strative domains. For exanple, suppose the use of ASAP and
ENRP is wanted. First, the PU nay use DNS to contact an ENRP server.
Suppose a PU in North Anerica wi shes to contact a server pool in
Japan instead of North Anerica. The PU would use DNS to get the list
of | P addresses of the Japanese server pool; that is, the ENRP client
channel in Japan. Fromthere, the PU would query the Home ENRP
server it established and then directly contact the PE(s) of

i nterest.

2. Message Definitions
Al messages, as well as their fields described below, shall be in
network byte order during transm ssion. For fields with a length

bi gger than 4 bytes, a nunmber in a pair of parentheses may follow the
field nane to indicate the Iength of the field in nunber of bytes.
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2.

2.

2.

1.

2.

2.

ASAP Par ameter Fornats

The basic nmessage format and all paraneter formats can be found in

[ RFC5354]. Note also that *all* ASAP nmessages exchanged between an
ENRP server and a PE MJUST use SCTP as transport, while ASAP nessages
exchanged between an ENRP server and a PU MJST use either SCTP or TCP
as transport. PE to PU data traffic MAY use any transport protocol
specified by the PE during registration.

ASAP Messages

This section details the individual nessages used by ASAP. These
nessages are conposed of a standard nessage format found in Section 4
of [ RFC5354]. The paraneter descriptions can be found in [ RFC5354].

The foll owi ng ASAP nessage types are defined in this section:

Type Message Nane

0x00 - (Reserved by | ETF)

0x01 - ASAP_REG STRATI ON

0x02 - ASAP_DEREG STRATI ON

0x03 - ASAP_REG STRATI ON_RESPONSE
0x04 - ASAP_DEREG STRATI ON_RESPONSE
0x05 - ASAP_HANDLE_RESCLUTI ON

0x06 - ASAP_HANDLE RESCLUTI ON_RESPONSE
0x07 - ASAP_ENDPO NT_KEEP_ALI VE
0x08 - ASAP_ENDPO NT_KEEP_ALI VE_ACK
0x09 - ASAP_ENDPO NT_UNREACHABLE
0x0a - ASAP_SERVER_ANNOUNCE

0x0b - ASAP_COXI E

0x0c - ASAP_COXI E_ECHO

0x0d - ASAP_BUSI NESS_CARD

0x0e - ASAP_ERRCR

ot hers - (Reserved by |ETF)

Figure 1
1. ASAP_REG STRATI ON Message

The ASAP_REQ STRATI ON nessage is sent by a PEto its Home ENRP server
to either create a new pool or to add itself to an existing pool.

The PE sending the ASAP_REQ STRATI ON nessage MUST fill in the Pool
Handl e paranmeter and the Pool El erment paraneter. The Pool Handl e
par armeter specifies the nane to be registered. The Pool El enent
parameter MUST be filled in by the registrant, as outlined in
Section 3.1. Note that the PE sending the registrati on nessage MJST
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send the nessage using an SCTP association. Furthernore, the IP
address(es) of the PE that is registered within the Pool El enent
par amet er MUST be a subset of the I P address(es) used in the SCTP
associ ation, regardl ess of the registered transport protocol

0 1 2 3
012345678901234567890123456789¢01

s i T e S s it ST T e e S e S e o o o I T

| Type = 0x01 | 0] O] 0] 0] O] O] O] O] Message Length

B ik T T e S S i i L S S e s ik I NI R _H S R R S I R i S
Pool Handl e Par amet er

R it e i T e S R el ot (I I S R S R R S R
Pool El ement Par amet er
+ A O T S I S +
Pool Handl e Par anet er:
See [ RFC5354].
Pool El enent Par anet er:
See [ RFC5354].
2.2.2. ASAP_DEREQ STRATI ON Message

The ASAP _DEREG STRATI ON nessage is sent by a PEto its Honme ENRP
server to renove itself froma pool to which it registered

0 1 2 3
01234567890123456789012345678901

T S s S e St SR S R S S S

| Type = 0x02 | 0] 0| 0] 0] O] O] O] O] Message Length

i i i i S Lk i
Pool Handl e Par amet er

B o S T e e e i i TE I TR T S S S S A e i i el it S B R

PE ldentifier Paraneter
+ e o T e R o o T o S T ik i R R S e +++

Pool Handl e Par anet er:
See [ RFC5354].
PE Identifier Paraneter:

See [ RFC5354].
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The PE sendi ng the ASAP_DEREG STRATION MUST fill in the Pool Handle
and the PE identifier paraneter in order to allow the ENRP server to
verify the identity of the endpoint. Note that de-registration is
NOT al | owed by proxy; in other words, a PE may only de-register
itself.

2.2.3. ASAP_REG STRATI ON_RESPONSE Message

The ASAP_REQ STRATI ON_RESPONSE nessage is sent in response by the
Honme ENRP server to the PE that sent an ASAP_REG STRATI ON nmessage.

0 1 2 3
012345678901234567890123456789¢01

s i T e S s it ST T e e S e S e o o o I T

| Type = 0x03 | 0] 0| 0]0]0|]O0| O] R Message Length

B ik T T e S S i i L S S e s ik I NI R _H S R R S I R i S
Pool Handl e Par amet er

R ol N N N R R e T N i i NI R R R NI R R R R ik s S R i i et N
PE ldentifier Paraneter

+ e T S S e i it R R S e ot S e e S e e ok o ok +

Operational Error (optional)
B ik T T e S S i i L S S e s ik I NI R _H S R R S I R i S

R (Reject) Flag:

When set to "1, this flag indicates that the ENRP server sending
this nessage has rejected the registration. Qherw se, when this
flag is set to 0", this indicates the registration has been granted.
Pool Handl e Paraneter:

See [ RFC5354].

PE ldentifier Paraneter:

See [ RFC5354].

Operational Error Paraneter (optional):

See [ RFC5354].

This paraneter is included if an error or sone atypical events
occurred during the registration process. Wen the Rflag is set to
"1, this paraneter, if present, indicates the cause of the

rejection. Wien the Rflag is set to "0, this paraneter, if
present, serves as a warning to the registering PE, informng it that
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sone of its registration values may have been nodified by the ENRP
server. |If the registration was successful and there is no warning,
this paraneter is not included.

2.2.4. ASAP_DEREGQ STRATI ON_RESPONSE Message

The ASAP_DEREGQ STRATI ON_RESPONSE nessage is returned by the Hone ENRP
server to a PE in response to an ASAP_DEREGQ STRATI ON nessage or due
to the expiration of the registration life of the PE in the pool

0 1 2 3
01234567890123456789012345678901

s S S o T i i S S i (i

| Type = 0x04 | 0] 0| 0] 0] 0] O] O] O] Message Length

T e i i e et ik T R R R R R T NI T e R T e e T e e A
Pool Handl e Par amet er

B o S T e e e i i TE I TR T S S S S A e i i el it S B R
PE I dentifier Paraneter

+++++++++++++++++++++++++++++++++
Operational Error (optional)

T e i i e et ik T R R R R R T NI T e R T e e T e e A

Pool Handl e Paraneter:
See [ RFC5354].
PE I dentifier Paraneter:
See [ RFC5354].
Qperational Error:
See [ RFC5354].
This paraneter is included if an error or some atypical events
occurred during the de-registration process. |If the de-registration
was successful this paraneter is not included.
2.2.5. ASAP_HANDLE_RESCLUTI ON Message
The ASAP_HANDLE RESOLUTI ON nessage is sent by either a PE or PUto

its Home ENRP server to resolve a Pool Handle into a |ist of Poo
El ements that are nenbers of the pool indicated by the Pool Handl e.
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0 1 2 3

01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Type = 0x05 | 0] 0| 0] 0] 0] O] O] S Message Length |
B s i S i I i S S S i i
: Pool Handl e Paraneter :
i S T i s o i i R SR S S S S

The 'S bit:

The 'S bit, if set to 1, requests the Hone ENRP server to send
updates to this Pool dynam cally when the Pool changes for the
lifetinme of the SCTP association. Dynam c updates to the pool will
consi st of additional ASAP_HANDLE RESCLUTI ON RESPONSE nessages,

wi t hout the user needing to send in an ASAP_HANDLE RESOLUTI ON.

If the 'S bit is set to "0, no Dynam c updates are requested.

Note that if a new Home ENRP server is adopted, any 'dynam c update
request’ will need to be re-sent to the new Hone ENPR server if the
endpoint would like to continue to receive updates. |n other words,
the ENRP servers do NOT share state regarding which of its PUs are
requesting automatic update of state. Thus, upon change of Hone ENRP
server, the PUw Il need to re-send an ASAP_HANDLE RESCLUTI ON nessage
with the 'S bit set to 1. Note also, that the 'S bit will only

cause Dynam c update of a Pool when the Pool exists. |If a negative
response is returned, no further updates to the Pool (when it is
created) will occur.

Pool Handl e Paraneter:
See [ RFC5354].
2.2.6. ASAP_HANDLE RESCLUTI ON_RESPONSE Message
The ASAP_HANDLE RESOLUTI ON_RESPONSE nessage i s sent in response by
the Home ENRP server of the PU or PE that sent an

ASAP_HANDLE RESCLUTI ON nessage or is sent periodically upon Pool
changes if the PU has requested Dynan c updates.
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0 1 2 3
012345678901234567890123456789¢01

T T R i e e e e o S e SRR R

| Type = 0x06 | 0] 0| 0] O] O] O] O] A Message Length

B o S T e e e i i TE I TR T S S S S A e i i el it S B R
Pool Handl e Paraneter

e e e e e e e e e e e A e e e e e e e e b e e e e e e e e e e e 4

Overall PE Selection Policy (optional)
T e i i e et ik T R R R R R T NI T e R T e e T e e A

Pool El enent Paraneter 1 (optional)
B o S T e e e i i TE I TR T S S S S A e i i el it S B R

e e e e e e e e e e e b e e e e e e e e b e e e e e e e e e e e 4

Pool El enent Parameter N (optional)
R R i ik It I R R T T I i R R R S e ol o o i i i i R

Operational Error (optional)
R ol N N N R R e T N i i NI R R R NI R R R R ik s S R i i et N

A bit:

This bit is set to "1 if the ENRP server accepts the request to send
automatic updates (i.e., the 'S bit was set on the request). |If
this bit is set to '0", either the ENRP server does NOT support
automatic updates, it has resource issues and cannot supply this
feature, or the user did not request it.

Pool Handl e Paraneter:

See [ RFC5354].

Overall PE Selection Policy (optional):

See [ RFC5354].

Thi s paraneter can be present when the response is positive. |If
present, it indicates the overall pool nenber selection policy of the
pool. |If not present, a Round-Robin overall pool nenber selection
policy is assunmed. This paranmeter is not present when the response
i s negati ve.

Note, any |oad policy paraneter within a Pool Elenent paraneter (if
present) MJST be ignored, and MJST NOT be used to deternine the
overal | pool menber selection policy.

Pool El enent Paraneters (optional):

See [ RFC5354] .
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When the response is positive, an array of PE paraneters are

i ncl uded, indicating the current information about the PEs in the
naned pool. At |east one PE parameter MJST be present. \Wen the
response i s negative, no PE paraneters are included.

Qperational Error (optional):
See [ RFC5354].

The presence of this paranmeter indicates that the response is
negative (the handl e resol ution request was rejected by the ENRP
server). The cause code in this paraneter (if present) will indicate
the reason the handle resolution request was rejected (e.g., the
requested Pool Handl e was not found). The absence of this paraneter

i ndi cates that the response is positive.

2.2.7. ASAP_ENDPO NT_KEEP_ALI VE Message

The ASAP_ENDPO NT_KEEP_ALI VE nessage is sent by an ENRP server to a
PE. The ASAP_ENDPO NT_KEEP_ALI VE nessage is used to verify that the
PE is reachable and requires the PE to adopt the sending server as
its new Hone ENRP server if the "H bit is set to'1 . Regardless of
the setting of the "H bit, an ASAP Endpoi nt MJST respond with an
ASAP_ENDPO NT_KEEP_ALI VE_ACK to any ASAP_ENDPO NT_KEEP_ALI VE nessages
that arrive

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i

| Type = 0x07 | 0] 0| 0] 0|0|O|O|H Message Length
e o S S e R S  th s i T SR e S
| Server ldentifier

T Lk R e T e i ik i Sl TR R o
: Pool Handl e Parameter :
B s i S i I i S S S i i

H (Hone ENRP server) Flag:

When set to '1', indicates that the ENRP server that sends this
nmessage wants to be the Hone ENRP server of the receiver of this
nmessage.

Server ldentifier: 32 bits (unsigned integer)

This is the ID of the ENRP server, as discussed in [ RFC5353].
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Pool Handl e Par aneter:
See [ RFC5354].
2.2.8. ASAP_ENDPO NT_KEEP_ALI VE_ACK Message

The ASAP_ENDPO NT_KEEP_ALI VE_ACK nessage is sent by a PE in response
to an ASAP_ENDPO NT_KEEP_ALI| VE nessage sent by an ENRP server.

0 1 2 3
01234567890123456789012345678901

B T s i I S e i S i i S S e S

| Type = 0x08 | 0] 0| 0] 0] 0] O] O] O] Message Length

e i I R R i T R it i S S e e e i I T R T e e i
Pool Handl e Paraneter

i I e T S S T s I S S i S S S

PE I dentifier Paraneter
R ol N N N R R e T N i i NI R R R NI R R R R ik s S R i i et N

Pool Handl e Paraneter:
See [ RFC5354].
PE ldentifier Paraneter:
See [ RFC5354].
2.2.9. ASAP_ENDPO NT_UNREACHABLE Message

The ASAP_ENDPO NT_UNREACHABLE nessage is sent by either a PE or PU to
its Home ENRP server to report an unreachable PE

0 1 2 3
01234567890123456789012345678901
B s T S e i o T i I S
| Type = 0x09 | 0]0]0]O Message Length
+- +-

+

Y

Rk S
e

+- - -+
| 0] O] Of

+- - -+

Pool Handl e Par amet er

T e i i e et ik T R R R R R T NI T e R T e e T e e A

PE I dentifier Paraneter
B o S T e e e i i TE I TR T S S S S A e i i el it S B R

Pool Handl e Paraneter:

See [ RFC5354].
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PE ldentifier Paraneter:
See [ RFC5354].
2.2.10. ASAP_SERVER _ANNOUNCE Message
The ASAP_SERVER ANNOUNCE nessage is sent by an ENRP server such that
PUs and PEs know the transport infornmation necessary to connect to

the ENRP server.

0 1 2 3
01234567890123456789012345678901

T S s S e St SR S R S S S

| Type = 0x0a | 0] 0| 0] 0] 0] O] O] O] Message Length |

i i i i S Lk i

| Server ldentifier |

B o S T e e e i i TE I TR T S S S S A e i i el it S B R
Transport Param #1

e e e e e e e e e e e b e e e e e e e e e e e e e e e e e e e e 4

Transport Param #2
T e e S e i i i i S R e ki SN S B

+++++++++++++++++++++++++++++++++
Transport Param #n

T e i i e et ik T R R R R R T NI T e R T e e T e e A

Server ldentifier: 32 bits (unsigned integer)

This is the ID of the ENRP server, as discussed in [ RFC5353].

Transport Paraneters (optional):

See [ RFC5354] for the SCTP and TCP Transport paraneters.

Only SCTP and TCP Transport paraneters are allowed for use within the
SERVER_ANNOUNCE nessage.
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2.2.11. ASAP_COXI E Message

The ASAP_COXKI E nmessage is sent by a PEto a PU, allowing the PE to
convey information it wi shes to share using a control channel

0 1 2 3
01234567890123456789012345678901
s i T e S s it ST T e e S e S e o o o I T

| Type = 0x0b | 0] 0| 0] 0] O] O] O] O] Message Length
R R i ik It I R R T T I i R R R S e ol o o i i i i R
Coo

ki e Paraneter
R ol N N N R R e T N i i NI R R R NI R R R R ik s S R i i et N

Cooki e Par amet er
See [ RFC5354].
2.2.12. ASAP_COXKI E_ECHO Message

The ASAP_COOKI E_ECHO nessage is sent by a PUto a new PE when it
detects a failure with the current PE to aid in failover. The Cookie
Parameter sent by the PEis the |atest one received fromthe failed
PE.

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| Type = 0xO0c | 0] O| 0] 0] O] O] O] O] Message Length
B o S T e e e i i TE I TR T S S S S A e i i el it S B R
Cooki e Par amnet er

e e e e e e e e e e e b e e e e e e e e e e e e e e e e e e e e 4

Cooki e Paraneter:

See [RFC5354].
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2.2.13. ASAP_BUSI NESS CARD Message

The ASAP_BUSI NESS_CARD nessage is sent by a PUto a PE or froma PE
to a PU using a control channel to convey the pool handle and a
preferred fail over ordering.

0 1 2 3
01234567890123456789012345678901
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| Type = 0x0d | 0] O| 0] O] O] O] O] O] Message Length
R ol N N N R R e T N i i NI R R R NI R R R R ik s S R i i et N

Pool Handl e Par anet er
+++++++++++++++++++++++++++++++++

Pool El ement Parameter-1
R R i ik It I R R T T I i R R R S e ol o o i i i i R
R it e i T e S R el ot (I I S R S R R S R
Pool El emrent Paraneter-N
+++++++++++++++++++++++++++++++++
Pool Handl e Par anet er:
See [ RFC5354].
Pool El ement Paraneters:
See [ RFC5354].
2.2.14. ASAP_ERROR Message
The ASAP_ERROR nessage is sent in response by an ASAP Endpoi nt

recei ving an unknown nessage or an unknown paraneter to the sending
ASAP Endpoint to report the problemor issue.

0 1 2 3
01234567890123456789012345678901
T e e S e i i i i S R e ki SN S B
| Type = 0x0e | 0] 0| 0] 0] O] O] O] O] Message Length

S I R R T it I N R I R R R it It I R R R R e i el i I R R R R R R
: Qperational Error Paraneter :
o e e e e e e e e e e e e e e e e e e e e e e e e b e e e e e et

Operational Error Paraneter:

See [RFC5354].
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When an ASAP Endpoi nt receives an ASAP nessage with an unknown
nessage type or a nessage of known type that contai ns an unknown
paraneter, it SHOULD handl e t he unknown nessage or the unknown
par amet er according to the unrecogni zed nmessage and par anet er
handling rul es, defined in Section 3.

According to the rules, if an error report to the nessage sender is
needed, the ASAP endpoint that discovered the error SHOULD send back
an ASAP_ERROR nessage that includes an Operational Error paraneter
with the proper cause code, cause |ength, and case-specific

i nf or mati on.

3. Procedures

This section will focus on the nmethods and procedures used by an

i nternal ASAP Endpoint. Appropriate tiners and recovery actions for
failure detection and managenent are al so di scussed. Al so, please
note that ASAP nessages sent between a PE and PU are identified by an
SCTP Payl oad Protocol Identifier (PPID).

3.1. Registration

VWen a PE wishes to initiate or join a server pool, it MJST use the
procedures outlined in this section for registration. Oten, the
registration will be triggered by a user request primtive (discussed

in Section 6.1). The PE MJST regi ster using an SCTP associ ation
establ i shed between itself and the Home ENRP server. |[|f the PE has
not established its Home ENRP server, it MJST follow the procedures
specified in Section 3.6.

Once the PE's ASAP Endpoint has established its Home ENRP server, the
foll owi ng procedures MJUST be foll owed to register:

R1) The PE s SCTP endpoint used to comunicate with the Honme ENRP
server MJST be bound to all I P addresses that will be used by the
PE (regardl ess of which transport protocol will be used to service
user requests to the PE)

R2) The PE' s ASAP Endpoint MJUST fornul ate an ASAP_REG STRATI ON

nmessage, as defined in Section 2.2.1. 1In formulating the message,
t he PE MJST:
R2.1) Fill in the Pool Handl e paraneter to specify which server

pool the ASAP Endpoi nt wi shes to join.
R2.2) Fill inthe PE identifier using a good-quality randomy

gener at ed nunber ([ RFC4086] provides some information on
randommess gui del i nes).
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R2.3) Fill in the Registration Lifetinme parameter with the nunber
of seconds that this registration is valid for. Note that a PE
that wi shes to continue service MIST re-regi ster before the
regi stration expires.

R2.4) Fill in a User Transport paraneter to specify the type of
transport and the data/control channel usage the PEis wlling
to support. Note, in joining an existing server pool, the PE
MUST foll ow the overall transport type and overall data/contro
channel usage of the pool. Oherw se, the registration may be
rejected by the ENRP server.

R2.5) Fill in the preferred Pool Menber Selection Policy
par aneter.

R3) Send the ASAP_REG STRATI ON nmessage to the Honme ENRP server using
SCTP.

R4) Start a T2-registration tiner.

Note: the PE does not need to fill in the optional ASAP transport
parameter. The ASAP transport paraneter will be filled in and used
by the Home ENRP server.

If the T2-registration tinmer expires before receiving an
ASAP_REG STRATI ON_RESPONSE nessage, or a SEND. FAILURE notification is
received fromthe SCTP | ayer, the PE shall start the Server Hunt
procedure (see Section 3.6) in an attenpt to get service froma

di fferent ENRP server. After establishing a new Hone ENRP server,
the PE SHOULD restart the registration procedure.

At the reception of the registration response, the PE MJST stop the

T2-registration tiner. |f the response indicates success, the PEis
regi stered and will be considered an avail abl e nenber of the server
pool. If the registration response indicates a failure, the PE nust

either re-attenpt registration after correcting the error or return a
failure indication to the PE s upper layer. The PE MJST NOT re-
attenpt registration without correcting the error condition

At any time, a registered PE MAY wish to re-register to either update
its menmber selection Policy Value or registration expiration tinme.
When re-registering, the PE MIUST use the sane PE identifier

After successful registration, the PE MUST start a T4-reregistration
timer. At its expiration, a re-registration SHOULD be made starting
at step R1, including (at conpletion) restarting the T4-
reregistration timer.
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Not e that an inplenentati on SHOULD keep a record of the nunber of
registration (and re-registration) attenpts it nmakes in a | oca
variabl e that gets set to zero before the initial registration
attenpt to the Hone ENRP server or after a successful re-
registration. |If repeated registration tinmeouts or failures occurs
and the | ocal count exceeds the Threshold ' MAX- REG ATTEMPT', the

i mpl enentati on SHOULD report the error to its upper layer and stop
attenpting registration.

The ENRP server handl es the ASAP_REG STRATI ON nessage according to
the follow ng rules:

1. |If the naned pool does not exist in the handl espace, the ENRP
server MJST create a new pool with that handle in the handl espace
and add the PE to the pool as its first PE

VWhen a new pool is created, the overall menber selection policy
of the pool MUST be set to the policy type indicated by the first
PE, the overall pool transport type MJUST be set to the transport
type indicated by the PE, and the overall pool data/contro
channel configuration MJST be set to what is indicated in the
Transport Use field of the User Transport parameter by the

regi stering PE

2. If the named pool already exists in the handl espace, but the
requesting PE is not currently a nenber of the pool, the ENRP
server will add the PE as a new nenber to the pool

However, before adding the PE to the pool, the server MJST check
if the policy type, transport type, and transport usage indicated
by the registering PE is consistent with those of the pool. |If
different, the ENRP server MJUST reject the registration

3. If the named pool already exists in the handl espace *and* the
requesting PE is already a nmenber of the pool, the ENRP server
SHOULD consider this as a re-registration case. The ENRP server
MUST performthe sane tests on policy, transport type, and
transport use, as described above. |If the re-registration is
accepted after the test, the ENRP server SHOULD repl ace the
attributes of the existing PEwith the information carried in the
recei ved ASAP_REG STRATI ON nmessage.

4. After accepting the registration, the ENRP server MJST assign
itself the owner of this PE. If this is a re-registration, the
ENRP server MJST take over ownership of this PE, regardless of
whet her the PE was previously owned by this server or by another
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server. The ENRP server MJST al so record the SCTP transport
address fromwhich it received the ASAP_REQ STRATION i n the ASAP
Transport paraneter TLV inside the PE paraneter of this PE

5. The ENRP server may reject the registration due to other reasons
such as invalid values, |lack of resource, authentication failure,
etc.

In all above cases, the ENRP server MJST reply to the requesting PE
wi th an ASAP_REGQ STRATI ON_RESPONSE message. |If the registration is
accepted, the ENRP server MJST set the Rflag in the
ASAP_REG STRATI ON_RESPONSE to "0'. If the registration is rejected
the ENRP server MUST indicate the rejection by setting the Rflag in
the ASAP_REGQ STRATI ON_ RESPONSE to ' 1'.

If the registration is rejected, the ENRP server SHOULD i nclude the
proper error cause(s) in the ASAP_REQ STRATI ON RESPONSE nessage

If the registration is granted (either a newregistration or a re-
regi stration case), the ENRP server MJST assign itself to be the Hone
ENRP server of the PE, i.e., to "own" the PE

| mpl ement ati on note: For better performance, the ENRP server may
find it both efficient and convenient to internally maintain two

separate PE lists or tables -- one is for the PEs that are owned
by the ENRP server and the other is for all the PEs owned by their
peer(s).

Moreover, if the registration is granted, the ENRP server MJST take
the handl espace update action to informits peers about the change
just nade. |If the registration is denied, no nessage will be sent to
its peers.

3.2. De-Registration

In the event a PE wishes to de-register fromits server poo
(normal ly, via an upper-|ayer request, see Section 6.2), it SHOULD

use the followi ng procedure. It should be noted that an alternate
met hod of de-registration is to NOT re-register and to allow the
registration life of the PE to expire. 1In this case, an

ASAP_DEREG STRATI ON_RESPONSE nessage is sent to the PE s ASAP
Endpoint to indicate the renoval of the PE fromthe pool it
regi stered.

When de-registering, the PE SHOULD use the SCTP associ ation that was

used for registration with its Home ENRP server. To de-register, the
PE' s ASAP Endpoi nt MJST take the foll ow ng actions:
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D1) Fill in the Pool Handl e paraneter of the ASAP_DEREG STRATI ON
nessage (Section 2.2.2) using the sane Pool Handl e paraneter sent
during registration.

D2) Fill in the PE Identifier parameter of the ASAP_DEREQ STRATI ON
nessage. The identifier MJST be the sane as used during
registration. The use of the same Pool Handl e and Pool Identifier
paranmeters used in registration allows the identity of the PE ASAP
Endpoint to be verified before de-registration can occur

D3) Send the ASAP_DEREQ STRATI ON nessage to the Home ENRP server
using the PE's SCTP associ ation

D4) Start a T3-Deregistration tinmer.

If the T3-Deregistration tinmer expires before receiving either an
ASAP_REG STRATI ON_RESPONSE nessage, or a SEND. FAI LURE notification
fromthe PE's SCTP endpoint, the PE' s ASAP Endpoint shall start the
ENRP Server Hunt procedure (see Section 3.6) in an attenpt to get
service from another ENRP server. After establishing a new Hone ENRP
server, the ASAP Endpoint SHOULD restart the de-registration

pr ocedure.

At the reception of the ASAP_DEREG STRATI ON_RESPONSE, the PE s ASAP
endpoi nt MUST stop the T3-Deregistration tiner.

It should be noted that after a successful de-registration, the PE
MAY still receive requests for some period of time. The PE MAY w sh
to remain active and service these requests or to exit and ignore

t hese requests.

Upon receiving the nessage, the ENRP server SHALL renove the PE from
its handl espace. Moreover, if the PEis the |ast one of the naned
pool, the ENRP server will renmpve the pool fromthe handl espace as
wel | .

If the ENRP server fails to find any record of the PEin its

handl espace, it SHOULD consi der the de-registration granted and
conpl eted, and send an ASAP_DEREG STRATI ON_RESPONSE message to the
PE.

The ENRP server may reject the de-registration request for various
reasons, such as invalid paraneters, authentication failure, etc.

In response, the ENRP server MJUST send an
ASAP_DEREG STRATI ON_RESPONSE nessage to the PE. |If the de-
registration is rejected, the ENRP server MJST indicate the rejection
by including the proper Qperational Error paraneter.
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It should be noted that de-registration does not stop the PE from
sendi ng or receiving application nmessages.

Once the de-registration request is granted *and* the PE renoved from
its local copy of the handl espace, the ENRP server MJST take the

handl espace update action to informits peers about the change just
made. O herwi se, the ENRP server MJUST NOT informits peers.

3.3. Handl e Resol ution

At any time, a PE or PUnmy wi sh to resolve a handle. This usually
wi || occur when an ASAP Endpoi nt sends a Pool Handle (Section 6.5.1)
to its Home ENRP server or requests a cache popul ation (Section 6.3).
It may al so occur for other reasons (e.g., the internal ASAP PE

wi shes to know its peers to send a nessage to all of thenm). Wen an
ASAP Endpoint (PE or PU) w shes to resolve a pool handle to a list of
accessi bl e transport addresses of the nenmber PEs of the pool, it MJST
take the foll ow ng actions:

NR1) Fill in an ASAP_HANDLE RESOLUTI ON nessage (Section 2.2.5) with
t he Pool Handl e to be resol ved.

NR2) |If the endpoint does not have a Home ENRP server, start the
ENRP Server Hunt procedures specified in Section 3.6 to obtain
one. Oherw se, proceed to step NR3.

NR3) |If a PE, send the ASAP_HANDLE RESOLUTI ON nessage to the Hone
ENRP server using SCTP; if a PU, send the ASAP_HANDLE RESOLUTI ON
nmessage to the Home ENRP server using either TCP or SCTP. [If sent
froma PE, the SCTP association used for registrati on SHOULD be
used.

NR4) Start a T1- ENRPrequest tiner.

If the T1-ENRPrequest tiner expires before receiving a response
nessage, the ASAP Endpoint SHOULD take the steps described in
Section 3.7.2. |If a SEND. FAILURE notification is received fromthe
SCTP or TCP | ayer, the ASAP Endpoi nt SHOULD start the Server Hunt
procedure (see Section 3.6) in an attenpt to get service froma

di fferent ENRP server. After establishing a new Hone ENRP server,
the ASAP Endpoi nt SHOULD restart the handl e resol uti on procedure.

At the reception of the ASAP_HANDLE RESOLUTI ON_RESPONSE nessage, the
ASAP Endpoint MJST stop its Tl-ENRPrequest tiner. After stopping the
T1- ENRPrequest tiner, the ASAP Endpoi nt SHOULD process the nessage as
appropriate (e.g., populate a |ocal cache, give the response to the
ASAP User, and/or use the response to send the ASAP User’s message).
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Not e that some ASAP Endpoi nts MAY use a cache to mninize the nunber
of handl e resolutions sent. |f a cache is used, it SHOULD

Cl) Be consulted before sending a handle resolution

C2) Have a stale tineout tiner associated with each cache entry. |If
the cache entry is deternined to be stale upon a cache hit, a
handl e resol uti on nessage SHOULD be sent so the cache can be
updat ed.

C3) In the case of a stale cache entry, the inplenmentation may, in
paral |l el , update the cache and answer the request, or it nmay bl ock
the user and wait for an updated cache before proceeding with the
users request.

C4) If the cache entry is NOT stale, the endpoint SHOULD NOT send a
handl e resol uti on request but instead SHOULD use the entry from
t he cache.

It should be noted that the inpact of using a cache depends on the
policy and the requirenments of the application. For sone
applications, cache-usage can increase the performance of the system
for sonme, it can decrease it.

An ENRP server SHOULD be prepared to recei ve ASAP_HANDLE RESOLUTI ON
requests from PUs, either over an SCTP association on the well-known
SCTP port, or over a TCP connection on the well-known TCP port.

Upon reception of the ASAP_HANDLE RESOLUTI ON nmessage, the ENRP server
MUST first | ook up the pool handle in its handl espace. |If the poo
exi sts, the Home ENRP server MJST conpose and send back an
ASAP_HANDLE RESCLUTI ON_RESPONSE nessage to the requesting PU

In the response nessage, the ENRP server SHOULD list all the PEs
currently registered in this pool, in alist of PE paraneters. The
ENRP server MJST al so include a pool menber selection policy
paranmeter to indicate the overall nenber selection policy for the
pool, if the current pool nenber selection policy is not Round-Robin

If the named pool does not exist in the handl espace, the ENRP server
MJST reject the handl e resolution request by responding with an
ASAP_HANDLE RESCLUTI ON_RESPONSE nessage carrying an Unknown Poo
Handl e error.
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3.4. Endpoint Keep Alive

The ASAP_ENDPO NT_KEEP_ALI VE nessage is sent by an ENRP server to a
PE in order to verify it is reachable. |If the transport |eve

heart beat nechanismis insufficient, this nessage can be used in a
heart beat nechanismfor the ASAP | evel whose goal is determning the
health status of the ASAP level in a tinely fashion. (The transport
| evel heartbeat mechani smnay be insufficient due to either the

ti meouts or the heartbeat interval being set too long, or, that the
transport |evel heartbeat nmechanismis coverage is limted only to the
transport level at the two ends.) Additionally, the

ASAP_ENDPO NT_KEEP_ALI VE nessage has value in the reliability of
fault detection if the SCTP stack is in the kernel. In such a case,
whil e the SCTP-1evel heartbeat nmonitors the end-to-end connectivity
between the two SCTP stacks, the ASAP-|evel heartbeat nmonitors the
end-to-end liveliness of the ASAP | ayer above it.

The use of the ASAP_ENDPO NT_KEEP ALl VE nessage (Section 2.2.7) and
the ASAP_ENDPO NT_KEEP_ALI VE ACK (Section 2.2.8) is described bel ow
Upon reception of an ASAP_ENDPO NT_KEEP_ALI VE nessage, the follow ng
actions MJST be taken:

KA1l) The PE nust verify that the Pool Handle is correct and matches
the Pool Handle sent in its earlier ASAP_REG STRATI ON nessage. |If
the Pool Handl e does not match, the PE MJUST silently discard the
nmessage.

KA2) Send an ASAP_ENDPO NT_KEEP_ALI VE_ACK (Section 2.2.8) as

fol | ows:

KA2.1) Fill in the Pool Handle paraneter with the PE' s Poo
Handl e.

KA2.2) Fill in the PE Identifier parameter using the PE

identifier used by this PE for registration

KA2.3) Send the ASAP_ENDPO NT_KEEP ALI VE _ACK nessage via the
appropriate SCTP association for the ENRP server that sent the
ASAP_ENDPO NT_KEEP_ALI VE nessage.

KA2.4) If the Hflag in the recei ved ASAP_ENDPO NT_KEEP_ALI VE
nessage is set, and the Server Identifier in the nessage is NOT
the identity of your Home ENRP server (or it is not set, e.g.
you have a no Hone ENRP server) adopt the sender of the
ASAP_ENDPO NT_KEEP_ALI VE nessage as the new Home ENRP server.
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3.5. Unreachabl e Endpoints

Qccasional ly, an ASAP Endpoint may realize a PE is unreachable. This
may occur by a specific SCTP error realized by the ASAP endpoi nt or
via an ASAP User report via the Transport.Failure Primtive

(Section 6.9.2). In either case, the ASAP Endpoi nt SHOULD report the
unavail ability of the PE by sending an ASAP_ENDPO NT_UNREACHABLE
nessage to any ENRP server. Before sending the

ASAP_ENDPO NT_UNREACHABLE message, the ASAP Endpoint should fill in
the Pool Handl e paraneter and PE ldentifier parameter of the
unreachabl e endpoint. |If the sender is a PE, the nessage MJST be
sent via SCTP. It should be noted that an ASAP Endpoi nt MJST report
no nore than once each time it encounters such an event.

Addi tionally, when processing a Transport.Failure Primtive

(Section 6.9.2), the ASAP Endpoi nt MJST NOT send an

ASAP_ENDPO NT_UNREACHABLE nessage unl ess the user has made a previous
request to send data to the PE specified by the primtive.

Upon the reception of an ASAP_ENDPO NT_UNREACHABLE nessage, an ENRP
server MJST i medi ately send a point-to-point

ASAP_ENDPO NT_KEEP_ALI VE nessage to the PE in question (the Hflag in
the message SHOULD be set to "0, in this case). |If this

ASAP_ENDPO NT_KEEP_ALI VE fails (e.g., it results in an SCTP
SEND. FAI LURE notification), the ENRP server MJST consider the PE as
truly unreachable and MJUST renove the PE fromits handl espace.

I f the ASAP_ENDPO NT_KEEP_ ALl VE nessage is transnmitted successfully
to the PE, the ENRP server MJST retain the PE in its handl espace.

Mor eover, the server SHOULD keep a counter to record how nmany
ASAP_ENDPO NT_UNREACHABLE nessages it has received reporting
reachability problemrelating to this PE. |f the counter exceeds the
protocol threshold MAX- BAD- PE- REPORT, the ENRP server SHOULD renpve
the PE fromits handl espace.

Optionally, an ENRP server may al so periodically send point-to-point
ASAP_ENDPO NT_KEEP ALIVE (with the Hflag set to '0') messages to
each of the PEs owned by the ENRP server in order to check their
reachability status. |f the sending of ASAP_ENDPO NT_KEEP_ALIVE to a
PE fails, the ENRP server MJST consider the PE as unreachabl e and
MJUST renmove the PE fromits handl espace. Note, if an ENRP server
owns a | arge nunber of PEs, the inplenentation should pay attention
not to flood the network with bursts of ASAP_ENDPO NT_KEEP ALl VE
nessages. Instead, the inplenentati on MUST distribute the
ASAP_ENDPO NT_KEEP_ALI VE nessage traffic over a time period. This
can be achi eved by varying the tine between two

ASAP_ENDPO NT_KEEP_ALI VE nmessages to the same PE randomy by plus/
m nus 50 percent.
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3.6. ENRP Server Hunt Procedures

Each PU and PE manages a list of transport addresses of ENRP servers
it knows about.

If nulticast capabilities are used within the operational scope, an
ENRP server MJST send periodically every (N+1)*T6- Serverannounce an
ASAP_SERVER_ANNCUNCE nessage (Section 2.2.10), which includes all the
transport addresses avail able for ASAP comuni cation on the nulticast
ENRP client channel, where N is the nunber of ENRP servers the server
has found via receiving ASAP_SERVER ANNOUNCE messages. This should
result in a nmessage rate of approximately 1 ASAP_SERVER ANNOUNCE per
T6- Ser ver announce.

I f an ASAP_SERVER ANNOUNCE nessage is received by a PU or PE, it
SHOULD insert all new included transport addresses into its list of
ENRP server addresses and start a T7-ENRPoutdate tinmer for each
address. For all already-known, included transport addresses, the
T7- ENRPout date tiner MJST be restarted for each address. |If no
transport parameters are included in the ASAP_SERVER_ ANNOUNCE
nmessage, the SCTP transport protocol is assuned to be used and the
source | P address and the | ANA-regi stered ASAP port nunber is used
for communication with the ENRP server. |If a T7-ENRPoutdate tiner
for a transport address expires, the corresponding address is deleted
fromthe managed |ist of transport addresses of the PU or PE

If nulticast capabilities are not used within the operational scope,
each PU and PE MUST have a configured |list of transport addresses of
ENRP servers.

At its startup, or when it fails to communicate with its Hone ENRP
server (i.e., tinmed out on an ENRP request), a PE or PU MJST
establish a new Home ENRP server (i.e., set up a TCP connection or
SCTP association with a different ENRP server).

To establish a Hone ENRP server, the follow ng rules MIUST be
fol | owed:

SH1) The PE or PU SHOULD try to establish an association or
connection, with no nbre than three ENRP servers. An ASAP

Endpoi nt MJUST NOT establish nore than three associations or
connecti ons.

SH2) The ASAP Endpoint shall start a T5-Serverhunt tiner.
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SH3) |If the ASAP Endpoi nt establishes an association or connection
it MUST stop its T5-Serverhunt timer. The ASAP Endpoi nt SHOULD
al so reset the T5-Serverhunt tinmer to its initial value and then
proceed to step SH6.

SH4) |f an association or connection establishnment fails, the ASAP
Endpoint SHOULD try to establish an association or connection
using a different transport address.

SH5) If the T5-Serverhunt timer expires, the followi ng should be
per f or med:

SH5.1) The ASAP Endpoi nt MJST doubl e the val ue of the T5-

Serverhunt timer. Note that this doubling is capped at the
val ue RETRAN. nax.

SH5.2) The ASAP Endpoi nt SHOULD stop the establishnent of
associ ati ons and connections with the transport addresses
sel ected in step SHIL.

SH5.2) The ASAP Endpoi nt SHOULD repeat trying to establish an
associ ati on or connection by proceeding to step SH1. It SHOULD
attenpt to select a different set of transport addresses wth
whi ch to connect.

SH6) The PE or PU shall pick one of the ENRP servers with which it
was able to establish an association or connection, and send al
subsequent ENRP request nessages to this new Home ENRP server.

3.7. Handling ASAP Endpoint to ENRP Server Conmunication Failures

Three types of failure may occur when the ASAP Endpoint at either the
PE or PU tries to conmunicate with an ENRP server:

A) SCTP send failure
B) T1-ENRPrequest tinmer expiration
C Registration failure
3.7.1. SCTP Send Failure
This communi cation failure indicates that the SCTP | ayer was unabl e

to deliver a nessage sent to an ENRP server. |n other words, the
ENRP server is unreachabl e.
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In such a case, the ASAP Endpoi nt MUST NOT re-send the undeliverable
nessage. Instead, it SHOULD discard the nessage and start the ENRP
Server Hunt procedure as described in Section 3.6. After finding a
new Home ENRP server, the ASAP Endpoint should re-send the request.

Not e that an ASAP Endpoint MAY al so choose to NOT discard the
nessage, but to queue it for retransm ssion after a new Hone ENRP
server is found. |f an ASAP Endpoi nt does choose to discard the
nmessage, after a new Home ENRP server is found, the ASAP Endpoi nt
MJST be capabl e of reconstructing the original request.

3.7.2. T1-ENRPrequest Tiner Expiration

When the T1-ENRPrequest tiner expires, the ASAP Endpoi nt should re-
send the original request to the ENRP server and restart the T1-
ENRPrequest timer. In parallel, the ASAP Endpoi nt shoul d begin the
ENRP server hunt procedures described in Section 3.6.

This should be repeated up to MAX- REQUEST-RETRANSM T tinmes. After
that, an Error.Report notification should be generated to informthe
ASAP User, and the ENRP request nessage associated with the T1-

ENRPr equest timer should be discarded. It should be noted that if an
alternate ENRP server responds, the ASAP Endpoi nt SHOULD adopt the
respondi ng ENRP server as its new Hone ENRP server and re-send the
request to the new Hone ENRP server.

3.7.3. Registration Failure
Regi stration failure is discussed in Section 3. 1.
3.8. Cookie Handling Procedures

Whenever a PE wants, and a control channel exists, it can send an
ASAP_COCKI E nmessage to a PU via the control channel. The PU s ASAP
endpoi nt stores the Cookie parameter and di scards an ol der cookie if
it is previously stored.

Note: A control channel is a comunication channel between a PU and
PE that does not carry data passed to the user. This is acconplished
with SCTP by using a PPID to separate the ASAP nessages (Cookie and
Busi ness Card) from nornal data messages.

If the PU s ASAP Endpoint detects a failure and initiates a failover
to a different PE, it SHOULD send the | atest received cookie
parameter in an ASAP_COOKI E_ECHO nessage to the new PE as the first
nmessage on the control channel. Upper layers may be involved in the
fail over procedure.
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The cooki e handling procedure can be used for state sharing.
Therefore, a cookie should be signed by the sending PE ASAP Endpoi nt
and the cookie should be verified by the receiving PE s ASAP
Endpoint. The details of the verification procedure are out of scope
for this docunent. It is only inportant that the PU al ways stores
the | ast received Cookie paraneter and sends that back unnodified in
case of a PE failure.

3.9. Business Card Handling Procedures

VWhen comuni cation begi ns between a PU and a PE, either of which
could be part of a PU PE conbination (i.e., a nessage is sent between
the entities), a PE should always send an ASAP_BUSI NESS CARD nessage
to a PU. A PU shoul d send an ASAP_BUSI NESS _CARD nessage to a PE only
if it is part of a PU PE conbination. An ASAP_BUSI NESS CARD nessage
MJUST ONLY be sent if a control channel exists between a PU and PE
After conmmuni cation has been established between a PE and PU, a new
ASAP_BUSI NESS CARD nessage may be sent at any tinme by either entity
to update its fail over order

The ASAP_BUSI NESS_CARD nmessage serves two purposes. First, it lists
the pool handle. For a PUthat is part of a PU PE conbination that
is contacting a PE, this is essential so that the PE | earns the poo
handl e of the PU PE conbi nation requesting service. Secondly, the
ASAP_BUSI NESS CARD nessage tells the receiving entity a fail over
order that is recommended to follow This should facilitate
rendezvous between entities that have been working together, as well
as to control the | oad redistribution upon the failure of any PE

Upon recei pt of an ASAP_BUSI NESS CARD nessage (see Section 2.2.13),
the receiving ASAP Endpoi nt SHOULD

BCl) Unpack the message, and if no entry exists in the translation
cache of the receiving ASAP Endpoint for the pool handle Iisted
wi thin the ASAP_BUSI NESS _CARD nmessage, perform an
ASAP_HANDLE RESCLUTI ON for that pool handle. |If the translation
cache does hold an entry for the pool handle, then it nmay be
necessary to update the peer endpoint.

BC2) Unpack the message and popul ate a preferred list for fail over

order. |If the peer’s PE should fail, this preferred list will be
used to guide the ASAP Endpoint in the selection of an alternate
PE.
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4.

Rol es of Endpoints

A PU MUST inpl erent the handling of ASAP_HANDLE RESCLUTI ON and
ASAP_HANDLE RESCOLUTI ON_RESPONSE nessages. Furthernore, it MJST
support the handling of ASAP_ERROR nessages. It MAY inplenent the
handl i ng of ASAP_COOKI E, ASAP_COOKI E_ECHO, and ASAP_BUSI NESS_CARD
nessages. |t MAY al so i npl enent the handling of ASAP_SERVER ANNOUNCE
nmessages.

A PE MUST inplement the handling of ASAP_REG STRATI ON,

ASAP_DEREGQ STRATI ON, ASAP_REGQ STRATI ON_RESPONSE, and

ASAP_DEREG STRATI ON_RESPONSE nessages. Furthernore, it MJST support
the handl i ng of ASAP_ENDPO NT_KEEP_ALI VE,

ASAP_ENDPOI NT_KEEP_ALI VE_ACK, ASAP_ENDPO NT_UNREACHABLE, and
ASAP_ERROR nessages. |t SHOULD support the handling of ASAP_COXI E,
ASAP_COCKI E_ECHO, and ASAP_BUSI NESS CARD nessages. Furthermore, it
MAY support the handling of ASAP_SERVER ANNCOUNCE nessages.

An ENRP server MJST inplenent the handling of ASAP_REG STRATI ON,
ASAP_DEREG STRATI ON, ASAP_REGQ STRATI ON_RESPONSE, and

ASAP_DEREG STRATI ON_RESPONSE nessages. Furthernore, it MJST support
the handl i ng of ASAP_ENDPO NT_KEEP_ ALl VE,

ASAP_ENDPO NT_KEEP_ALI VE_ACK, ASAP_ENDPO NT_UNREACHABLE, and
ASAP_ERROR nessages. Furthernore, it MAY support the handling of
ASAP_SERVER_ANNOUNCE nessages.

If a node acts as a PU and a PE, it MJUST fulfill both roles.
SCTP Consi der ati ons

Each ASAP nessage is considered as an SCTP user nessage. The PPID
regi stered for ASAP SHOULD be used. The SCTP port used at the ENRP
server mght be preconfigured or announced in the

ASAP_SERVER _ANNOUNCE nessage or the well-known ASAP port.

ASAP nessages belonging to the control channel MJST be sent using the
PPI D regi stered for ASAP. Messages bel onging to the data channel
MUST NOT use the PPID registered for ASAP.

The ASAP | nterfaces
This chapter will focus primarily on the primtives and notifications

that formthe interface between the ASAP User and ASAP and t hat
bet ween ASAP and its |ower-layer transport protocol (e.g., SCTP).
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Note, the following primtive and notification descriptions are shown
for illustrative purposes. W believe that including these
descriptions in this docunent is inportant to the understandi ng of
the operation of many aspects of ASAP; but an ASAP inplementation is
not required to use the exact syntax described in this section.

An ASAP User passes primtives to the ASAP sub-layer to request
certain actions. Upon the conpletion of those actions or upon the
detection of certain events, the ASAP |layer will notify the ASAP
User.

6.1. Registration.Request Primtive

Format: registration.request(Pool Handl e,
User Transport paraneter(s))

The Pool Handl e parameter contains a NULL term nated ASCI| string of
fixed I ength. The optional User Transport paraneter(s) indicates
specific transport paraneters and types with which to register. |If
this optional parameter is left off, then the SCTP endpoint used to
comuni cate with the ENRP server is used as the default User
Transport paraneter. Note that any |IP address contained within a
User Transport parameter MJST be a bound IP address in the SCTP
endpoi nt used to comunicate with the ENRP server.

The ASAP User invokes this prinitive to add itself to the

handl espace, thus becoming a Pool Element of a pool. The ASAP User
must register itself with the ENRP server by using this primtive

bef ore ot her ASAP Users using the handl espace can send nessage(s) to
this ASAP User by Pool Handle or by PE handle (see Sections 6.5.1 and
6.5.3).

In response to the registration prinmtive, the ASAP Endpoint will
send an ASAP_REG STRATI ON nessage to the Honme ENRP server (see
Sections 2.2.1 and 3.1), and start a T2-registration timer.

6.2. Deregistration. Request Primtive

Format: deregistration.request(Pool Handl e)

The ASAP PE invokes this primtive to renove itself fromthe Server
Pool. This should be used as a part of the graceful shutdown process
by the application.

An ASAP_DEREGQ STRATI ON nessage wi ||l be sent by the ASAP Endpoint to
the Home ENRP server (see Sections 2.2.2 and 3.2).
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6.3. CachePopul at eRequest Primtive

Format : cache_popul at e_request ([ Pool - Handl e
Pool - El enent - Handl e])

If the address type is a Pool Handle and a | ocal handle translation
cache exists, the ASAP Endpoint should initiate a mapping information
qguery by sendi ng an ASAP_HANDLE RESOLUTI ON nessage on the Pool handl e
and updating its local cache when the response cones back fromthe
ENRP server.

If a Pool -El enent-Handl e is passed, then the Pool Handle is unpacked
fromthe Pool - El enent - Handl e and t he ASAP_HANDLE RESOLUTI ON nessage
is sent to the ENRP server for resolution. Wen the response nessage
returns fromthe ENRP server, the |ocal cache is updated

Note that if the ASAP service does NOT support a |ocal cache, this
primtive perforns NO action.

6.4. CachePurgeRequest Primtive
Format : cache_purge_request ([ Pool - Handl e | Pool - El enent - Handl e])

If the user passes a Pool Handle and | ocal handl e transl ation cache
exi sts, the ASAP Endpoi nt shoul d renove the mapping i nformati on on
the Pool Handle fromits local cache. |[If the user passes a Pool -

El ement - Handl e, then the Pool Handle within is used for the
cache_purge_request.

Note that if the ASAP service does NOT support a local cache, this
primtive perforns NO action.

6.5. DataSendRequest Primtive

Format: data_send_request (desti nati onAddress, typeO Address,
nessage, sizeO Message, Options);

This primtive requests ASAP to send a nessage to sonme specified Poo
or Pool Elenent within the current Operational scope.

Dependi ng on the address type used for the send request, the sender’s
ASAP Endpoi nt may perform address transl ati on and Pool El enent

sel ection before sending the nmessage out. This MAY also dictate the
creation of a local transport endpoint in order to neet the required
transport type.

The data_send_request primtive can take different fornms of address
types, as described in the follow ng sections.
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6.5.1. Sending to a Pool Handl e

In this case, the destinati onAddress and typeOf Address toget her
i ndi cate a pool handl e.

This is the sinplest formof send data request primtive. By
default, this directs ASAP to send the nessage to one of the Poo
El ements in the specified pool

Bef ore sendi ng the nmessage out to the pool, the sender’s ASAP
endpoi nt MJST first performa pool handle to address translation. It
may al so need to perform Pool Elenent selection if multiple Poo

El ements exist in the pool

If the sender’s ASAP inpl enentation does not support a |local cache of
the mapping information, or if it does not have the mapping
information on the pool in its local cache, it will transmt an
ASAP_HANDLE RESCLUTI ON nessage (see Sections 2.2.5 and 3.3) to the
current Home ENRP server and MJST hol d the outbound nessage i n queue
while awaiting the response fromthe ENRP server (any further send
request to this pool before the ENRP server responds SHOULD al so be
gueued) .

Once the necessary mapping information arrives fromthe ENRP server,
the sender’s ASAP will:

A) map the pool handle into a list of transport addresses of the
destinati on PE(S);

B) if multiple PEs exist in the pool, choose one of themand transmt
the nessage to it. |In that case, the choice of the PE is nade by
t he ASAP Endpoi nt of the sender based on the server pooling
policy, as discussed in Section 6.5.2;

C) optionally create any transport endpoint that nmay be needed to
comuni cate with the PE sel ected;

D) if no transport association or connection exists towards the
destinati on PE, establish any needed transport state;

E) send out the queued nessage(s) to the appropriate transport
connection using the appropriate send nechanism(e.g., for SCIP
the SEND primitive in [ RFC4960] woul d be used); and,

F) if the local cache is inplenmented, append/update the |ocal cache
with the mapping information received in the ENRP server’s
response. Also, record the local transport information (e.g., the
SCTP association id) if any new transport state was created.
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For nmore on the ENRP server request procedures see [ RFC5353].

Optionally, the ASAP Endpoint of the sender may return a Pool El enent
handl e of the selected PE to the application after sending the
message. This PE handl e can then be used for future transm ssions to
that sanme PE (see Section 6.5.3).

Section 3.7 defines the failover procedures for cases where the
sel ected PE is found unreachabl e.

6.5.2. Pool El ement Selection

Each tine an ASAP User sends a nessage to a pool that contains nore
than one PE, the sender’s ASAP Endpoi nt must select one of the PEs in
the pool as the receiver of the current nessage. The selection is
made according to the current server pooling policy of the pool to
whi ch the nmessage is sent.

Note, no selection is needed if the ASAP_SEND TOALL option is set
(see Section 6.5.5).

Together with the server pooling policy, each PE can al so specify a
Policy Value for itself at the registration time. The neaning of the
Pol i cy Val ue depends on the current server pooling policy of the
group. A PE can also change its Policy Value whenever it desires, by
re-registering itself with the handl espace with a new Policy Val ue.
Re-regi stration shall be done by sinply sending anot her

ASAP_REG STRATION to its Honme ENRP server (see Section 2.2.1).

One basic policy is defined in this docunent; others can be found in
[ RFC5356]

6.5.2.1. Round-Robin Policy

VWhen an ASAP Endpoi nt sends nessages by Pool Handl e and Round- Robin
is the current policy of that Pool, the ASAP Endpoi nt of the sender
will select the receiver for each outbound nmessage by Round- Robi ni ng
through all the registered PEs in that Pool, in an attenpt to achieve
an even distribution of outbound nessages. Note that in a |arge
server pool, the ENRP server mght not send back all PEs to the ASAP
client. In this case, the client or PUw Il be perform ng a Round-
Robin policy on a subset of the entire Pool

6.5.3. Sending to a Pool Elenment Handle

In this case, the destinati onAddress and typeOf Address toget her
i ndi cate an ASAP Pool El enment handl e.
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This requests that the ASAP Endpoint deliver the nessage to the PE
identified by the Pool Elenent handl e.

The Pool El ement handl e shoul d contain the Pool Handle and a
destination transport address of the destination PE or the Poo
Handl e and the transport type. Oher inplenentation dependent
el ements may al so be cached in a Pool Elenent handl e.

The ASAP Endpoint shall use the transport address and transport type
to identify the endpoint with which to comunicate. If no

conmuni cation state exists with the peer endpoint (and is required by
the transport protocol), the ASAP Endpoi nt MAY set up the needed
state and then invoke the SEND primtive for the particular transport
protocol to send the nessage to the PE

In addition, if a local translation cache is supported, the endpoint
will:

A) send out the nessage to the transport address (or association id)
desi gnated by the PE handl e.

B) deternmine if the Pool Handle is in the | ocal cache.

If it is *not*, the endpoint wll:

i) ask the Home ENRP server for handle resolution on the poo
handl e by sendi ng an ASAP_HANDLE RESOLUTI ON nessage (see
Section 2.2.5), and

ii) wuse the response to update the |ocal cache.

If the pool handle is in the cache, the endpoint will only
update the pool handle if the cache is stale. A stale cache is
indicated by it being ol der than the protocol parameter

'stal e. cache. val ue’ (see Section 7.2).

Sections 3.5 and 6.9 define the failover procedures for cases where
the PE pointed to by the Pool Elenent handle is found to be
unr eachabl e.

Optionally, the ASAP Endpoint may return the actual Pool El enent
handl e to which the nessage was sent (this may be different fromthe
Pool El enent handl e specified when the primtive is invoked, due to
the possibility of automatic failover).
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6.5.4. Send by Transport Address

In this case, the destinati onAddress and typeOf Address toget her
i ndicate a transport address and transport type.

This directs the sender’s ASAP Endpoint to send the nessage out to
the specified transport address.

No endpoint failover is supported when this formof send request is
used. This formof send request effectively bypasses the ASAP
endpoi nt .

6.5.5. Message Delivery Options

The Options paraneter passed in the various fornms of the above
dat a_send_request primtive gives directions to the sender’s ASAP
endpoi nt on speci al handling of the nessage delivery.

The val ue of the Options paraneter is generated by bit-wi se "OR'ing
of the follow ng pre-defined constants:

ASAP_USE_DEFAULT: 0x0000 Use default setting.

ASAP_SEND FAI LOVER: 0x0001 Enables PE failover on this nmessage. In
the case where the first selected PE or the PE pointed to by the
PE handl e is found unreachabl e, the sender’s ASAP Endpoi nt SHOULD
re-select an alternate PE fromthe same pool if one exists, and
silently re-send the message to this newy sel ected endpoint.

Note that this is a best-effort service. Applications should be
awar e that nmessages can be lost during the failover process, even
if the underlying transport supports retrieval of unacknow edged
data (e.g., SCTP). (Exanple: nessages acknow edged by the SCTP

| ayer at a PE, but not yet read by the PE when a PE failure
occurs.) In the case where the underlying transport does not
support such retrieval (e.g., TCP), any data already submtted by
ASAP to the transport |ayer may be | ost upon fail over.

ASAP_SEND_NO FAI LOVER: 0x0002 This option prohibits the sender’s
ASAP Endpoint fromre-sending the nessage to any alternate PE in
case that the first selected PE, or the PE pointed to by the PE
handl e, is found to be unreachable. Instead, the sender’'s ASAP
Endpoi nt shall notify its upper |ayer about the unreachability
with an Error.Report and return any unsent data.

ASAP_SEND TO LAST: 0x0004 This option requests that the sender’s

ASAP Endpoi nt send the nmessage to the sane PE in the pool to which
the previous nessage destined to this pool was sent.
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6.

ASAP_SEND TO ALL: 0x0008 When sending by Pool Handle, this option
directs the sender’s ASAP endpoint to send a copy of the nessage
to all the PEs, except for the sender itself if the sender is a PE
in that pool

ASAP_SEND TO SELF: 0x0010 This option only applies in conbination
with the ASAP_SEND TO ALL option. It permits the sender’s ASAP
Endpoint to also deliver a copy of the nessage to itself if the
sender is a PE of the pool (i.e., |oop-back).

ASAP_SCTP_UNCRDER: 0x1000 This option requests that the transport
| ayer send the current nessage using un-ordered delivery (note the
underlying transport nust support un-ordered delivery for this
option to be effective).

Dat a. Recei ved Notification

Format : dat a.recei ved(nmessageRecei ved, sizeCOf Message,
sender Addr ess, typeOr Addr ess)

When a new user nessage is received, the ASAP Endpoint of the
receiver uses this notification to pass the nessage to its upper
| ayer.

Along with the nmessage bei ng passed, the ASAP Endpoi nt of the

recei ver should also indicate to its upper |layer the nessage senders
address. The sender’s address can be in the formof either an SCTP
association id, TCP transport address, UDP transport address, or an
ASAP Pool El enent handl e.

A) If the handle translation |ocal cache is inplenented at the
recei ver’'s ASAP Endpoint, a reverse mapping fromthe sender’s IP
address to the pool handle should be perforned, and if the nmapping
i s successful, the sender’s ASAP Pool El enent handl e shoul d be
constructed and passed in the sender Address field.

B) If there is no |ocal cache or the reverse mapping i s not
successful, the SCTP association id or other transport specific
identification (if SCTP is not being used) should be passed in the
sender Address fi el d.
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6.7. FError.Report Notification

Format: error.report(destinati onAddress, typeO Address,
fail edMessage, sizeOf Message)

An error.report should be generated to notify the ASAP User about
fail ed nmessage delivery as well as other abnornalities.

The destinati onAddress and typeOf Address together indicate to whom
the message was originally sent. The address type can be either an
ASAP Pool El enent handl e, association id, or a transport address.

The original nmessage (or the first portion of it if the nessage is
too big) and its size should be passed in the fail edMessage and
si zeOf Message fields, respectively.

6.8. Exanples

These exanpl es assune an underlying SCTP transport between the PE and
PU. Qher transports are possible, but SCTP is utilized in the
exanples for illustrative purposes. Note that all comunication
between the PU and ENRP server and the PE and ENRP servers woul d be
usi ng SCTP

6.8.1. Send to a New Poo
Thi s exanpl e shows the event sequence when a Pool User sends the

nmessage "hello" to a pool that is not in the |Iocal translation cache
(assum ng | ocal caching is supported).

ENRP Server PU new handl e: PEx
| | |
| +-- -t |
| | 1| |
| 2. ASAP_HANDLE RESCLUTI ON 4o -+
| <-mmmmm i | |
| +--- 4 |
| 3| |
| 4. ASAP_HANDLE RESCOLUTI ON_RSP +---+
| = >| |

+---+ |
| 5 | |
|
|
|

|
|
I +---+ 6. "hellol"
|
|
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6.

8.

1) The user at PU invokes:
dat a_send_r equest (" new handl e", handl e-type, "hellol", 6, 0);

The ASAP Endpoint, in response, |ooks up the pool "new handle" in
its local cache, but fails to find it.

2) The ASAP Endpoint of the PU queues the nmessage and sends an
ASAP_HANDLE RESCLUTI ON request to the ENRP server asking for all
i nformati on about pool "new handl e".

3) A T1-ENRPrequest tinmer is started while the ASAP Endpoint is
waiting for the response fromthe ENRP server.

4) The ENRP server responds to the query with an
ASAP_HANDLE RESCLUTI ON_RESPONSE nessage that contains all the
i nformati on about pool "new handl e".

5) ASAP at PU cancels the T1-ENRPrequest tinmer and populate its | ocal
cache with information on pool "new handle".

6) Based on the server pooling policy of pool "new handle", ASAP at
PU sel ects the destination PE (PEx), sets up, if necessary, an
SCTP associ ation towards PEx (explicitly or inmplicitly), and sends
out the queued "hell ol" user nessage.

2. Send to a Cached Pool Handl e

Thi s shows the event sequence when the ASAP User PU sends anot her

nessage to the pool "new handle" after what happened in

Section 6.8.1.

ENRP Server PU new- handl e: PEx
| | |
| +o- -t |
| | 1] |
| +---+ 2. "hello2" |
| |
| |
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6.

6.

9.

9.

1) The user at PU invokes:
dat a_send_r equest (" new handl e", handl e-type, "hello02", 6, 0);

The ASAP Endpoint, in response, |ooks up the pool "new handle" in
its local cache and finds the mapping infornmation.

2) Based on the server pooling policy of "new handle", ASAP at PU
sel ects the PE (assuming EPx is selected again), and sends out
"hel | 02" nessage (assum ng the SCTP association is already set

up) .

PE Send Failure
VWhen the ASAP Endpoint in a PE or PU attenpts to send a nmessage to a
PE and fails, the failed sender will report the event as described in
Section 3.5.

Additional primtives are also defined in this section to support
those user applications that do not wish to use ASAP as the actua
transport.

1. Translation.Request Primtive
Format: transl ation. request (Pool - Handl e)

If the address type is a Pool Handle and a | ocal handle translation
cache exists, the ASAP Endpoint should |l ook within its translation
cache and return the current known transport types, ports, and
addresses to the caller.

I f the Pool Handl e does not exist in the local handl e cache or no
handl e cache exists, the ASAP Endpoint will send an

ASAP_HANDLE RESCLUTI ON request using the Pool Handle. Upon

conpl etion of the handl e resolution, the ASAP Endpoi nt shoul d
popul ate the local handle cache (if a local handle cache is
supported) and return the transport types, ports, and addresses to
the caller.
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6.

7.

7.

9.2. Transport.Failure Primtive

1

2.

Format: transport.failure(Pool -Handl e, Transport-address)

If an external user encounters a failure in sending to a PE and is
*not* using ASAP, it can use this primtive to report the failure to
the ASAP endpoint. ASAP will send an ASAP_ENDPO NT_UNREACHABLE to
the "Home" ENRP server in response to this primtive. Note ASAP
SHOULD NOT send an ASAP_ENDPO NT_UNREACHABLE *unl ess* the user has
actually nmade a previous request to send data to the PE

Ti mers, Variables, and Threshol ds

The following is a sumary of the tiners, variables, and pre-set
protocol constants used in ASAP

Ti mers

T1-ENRPrequest - A tiner started when a request is sent by ASAP to
the ENRP server (providing application information is queued).
Normal Iy set to 15 seconds.

T2-registration - A timer started when sendi ng an ASAP_REQ STRATI ON
request to the Home ENRP server, nornally set to 30 seconds.

T3-deregistration - A tiner started when sending a de-registration
request to the Home ENRP server, nornally set to 30 seconds.

T4-reregistration - This timer is started after successfu
registration into the ENRP handl espace and is used to cause a re-
registration at a periodic interval. This tinmer is normally set

to 10 minutes or 20 seconds |less than the Lifetinme paraneter used
in the registration request (whichever is |ess).

T5-Serverhunt - This tinmer is used during the ENRP Server Hunt
procedure and is normally set to 10 seconds.

T6- Serverannounce - This timer gives the tinme between the sending of
consecuti ve ASAP_SERVER ANNOUNCE nessages. It is normally set to
1 second.

T7-ENRPoutdate - This timer gives the tinme a server announcenent is
valid. It is normally set to 5 seconds.
Vari abl es

stal e_cache_value - A threshold variable that indicates how |long a

cache entry is valid for.
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7.3. Threshol ds

MAX- REG ATTEMPT - The maxi mum nunber of registration attenpts to be
made before a server hunt is issued. The default value of this is
set to 2.

MAX- REQUEST- RETRANSM T - The maxi num nunber of attenpts to be nmade
when requesting information fromthe [ocal ENRP server before a
server hunt is issued. The default value for this is 2.

RETRAN- MAX - This value represents the maxi numtime between
registration attenpts and puts a ceiling on how far the
registration tiner will back off. The default value for this is
normal ly set to 60 seconds.

8. | ANA Consi der ati ons

Thi s docunent (RFC 5352) is the reference for all registrations
described in this section. Al registrations have been |listed on the
Rel i abl e Server Pooling (RSerPool) Paraneters page.

8.1. A New Table for ASAP Message Types
ASAP Message Types are maintained by | ANA.  Fourteen initial val ues

have been assigned by | ANA as described in Figure 1. [|ANA created a
new tabl e, "ASAP Message Types":

Type Message Nane Ref erence
0x00 (Reserved by | ETF) RFC 5352
0x01 ASAP_REG STRATI ON RFC 5352
0x02 ASAP_DEREG STRATI ON RFC 5352
0x03 ASAP_REG STRATI ON_RESPONSE RFC 5352
0x04 ASAP_DEREG STRATI ON_RESPONSE RFC 5352
0x05 ASAP_HANDLE_RESCLUTI ON RFC 5352
0x06 ASAP_HANDLE_RESCLUTI ON_RESPONSE RFC 5352
0x07 ASAP_ENDPO NT_KEEP_ALI VE RFC 5352
0x08 ASAP_ENDPO NT_KEEP_ALI VE_ACK RFC 5352
0x09 ASAP_ENDPO NT_UNREACHABLE RFC 5352
0x0a ASAP_SERVER_ANNOUNCE RFC 5352
0x0b ASAP_COXKI E RFC 5352
0x0c ASAP_COCKI E_ECHO RFC 5352
0x0d ASAP_BUSI NESS_CARD RFC 5352
0x0e ASAP_ERRCOR RFC 5352
0x0b-Oxff (Avail able for Assignment) RFC 5352
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Requests to regi ster an ASAP Message Type in this table should be
sent to | ANA.  The nunber nust be unique. The "Specification
Requi red" policy of [RFC5226] MJUST be appli ed.
8.2. Port Numbers
The references for the already assigned port nunbers
asap-tcp 3863/tcp
asap-udp 3863/ udp
asap-sctp 3863/sctp
asap-tcp-tls 3864/tcp
asap-sctp-tls 3864/sctp
have been updated to RFC 5352.
8.3. SCTP Payl oad Protocol Identifier

The reference for the already assigned ASAP payl oad protoco
identifier 11 has been updated to RFC 5352.

8.4. Milticast Addresses

| ANA has assigned an | Pv4 nmulticast address (224.0.1.185) and an | Pv6
mul ticast address (FFOX:0:0:0:0:0:0:133). The IPv4 address is part
of the Internetwork Control Block (224.0.1/24).

9. Security Considerations

We present a summary of the of the threats to the RSerPoo
architecture and describe security requirenents in response in order
to mtigate the threats. Next, we present the security mechani sns,
based on TLS, that are inplenentation requirenments in response to the
threats. Finally, we present a chain-of-trust argument that exam nes
critical data paths in RSerPool and shows how these paths are
protected by the TLS inpl enentati on.
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9.1. Summary of RSerPool Security Threats

"Threats Introduced by Reliable Server Pooling (RSerPool) and
Requirenents for Security in Response to Threats" [RFC5355] describes
the threats to the RSerPool architecture in detail and lists the
security requirenents in response to each threat. Fromthe threats
described in this docunent, the security services required for the
RSer Pool protocol are enunerated bel ow.

Threat 1) PE registration/de-registration flooding or spoofing.

Security nmechanismin response: ENRP server authenticates the PE

Threat 2) PE registers with a nalicious ENRP server.

Security nmechanismin response: PE authenticates the ENRP server.

Threats 1 and 2, taken together, result in nutual authentication of
the ENRP server and the PE

Threat 3) Malicious ENRP server joins the ENRP server pool

Security nmechanismin response: ENRP servers nutual ly authenticate.

Threat 4) A PU conmunicates with a nalicious ENRP server for handle
resol ution.

Security nmechanismin response: The PU authenticates the ENRP server.

Threat 5) Replay attack.

Security nechanismin response: Security protocol that has protection
fromreplay attacks.

Threat 6) Corrupted data that causes a PU to have m sinformtion
concerning a pool handl e resol ution

Security nmechanismin response: Security protocol that supports
integrity protection.

Threat 7) Eavesdropper snoopi ng on handl espace information

Security nechanismin response: Security protocol that supports data
confidentiality.
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9.

Threat 8) Flood of ASAP_ENDPO NT_UNREACHABLE nessages fromthe PU to
ENRP server.

Security nechanismin response: ASAP nmust control the nunber of ASAP
Endpoi nt unreachabl e nessages transmitted fromthe PU to the ENRP
server.

Threat 9) Fl ood of ASAP_ENDPO NT_KEEP_ALI VE nessages to the PE from
the ENRP server.

Security mechanismin response: ENRP server nust control the numnber
of ASAP_ENDPO NT_KEEP ALl VE nessages to the PE

To sumari ze, the threats 1-7 require security mechani snms that
support authentication, integrity, data confidentiality, and
protection fromreplay attacks.

For RSerPool we need to authenticate the follow ng:

PU <---- ENRP server (PU authenticates the ENRP server)
PE <----> ENRP server (nutual authentication)
ENRP server <----- > ENRP server (nutual authentication)

| mpl ementing Security Mechani sns

We do not define any new security mechani sms specifically for
responding to threats 1-7. Rather, we use an existing |ETF security
protocol, specifically [RFC3237], to provide the security services
required. TLS supports all these requirenments and MJST be

i npl enented. The TLS RSA W TH AES 128 CBC SHA ci phersuite MJST be
supported, at a mnimm by inplementers of TLS for RSerPool. For
pur poses of backwards conpatibility, ENRP SHOULD support

TLS_RSA W TH 3DES EDE _CBC SHA. | npl ementers MAY al so support any

ot her | ETF-approved ci phersuites.

ENRP servers, PEs, and PUs MJST inplement TLS. ENRP servers and PEs
MUST support nutual authentication using PSK (pre-shared-key). ENRP
servers MJST support mutual authentication anong thensel ves using
PSK. PUs MUST authenticate ENRP servers using certificates.

TLS with PSK is mandatory to inplenment as the authentication
mechani smfor ENRP to ENRP authentication and PE to ENRP

aut hentication. For PSK, having a pre-shared-key constitutes

aut hori zation. The network adm nistrators of a pool need to decide

whi ch nodes are authorized to participate in the pool. The
justification for PSK is that we assume that one admnistrative
domain will control and nmanage the server pool. This allows for PSK

to be inplenented and managed by a central security admnistrator.
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TLS with certificates is mandatory to inplenent as the authentication
mechanismfor PUs to the ENRP server. PUs MJST authenticate ENRP
servers using certificates. ENRP servers MJST possess a site
certificate whose subject corresponds to their canonical hostnamne.
PUs MAY have certificates of their own for nutual authentication with
TLS, but no provisions are set forth in this docunment for their use.
Al RSerPool Elenents that support TLS MJUST have a mechani sm for
validating certificates received during TLS negotiation; this entails
possessi on of one or nore root certificates issued by certificate
authorities (preferably, well-known distributors of site certificates
conparable to those that issue root certificates for web browsers).

In order to prevent man-in-the-mddl e attacks, the client MJST verify
the server’s identity (as presented in the server’s Certificate
nmessage). The client’s understanding of the server’s identity
(typically, the identity used to establish the transport connecti on)
is called the "reference identity”". The client determ nes the type
(e.g., DNS nanme or | P address) of the reference identity and perforns
a conpari son between the reference identity and each subject Al t Nane
val ue of the corresponding type until a nmatch is produced. Once a
match i s produced, the server’s identity has been verified, and the
server identity check is conplete. Different subjectAltNane types
are matched in different ways. The client may map the reference
identity to a different type prior to perform ng a conparison

Mappi ngs may be perfornmed for all avail able subjectAltNanme types to
which the reference identity can be mapped; however, the reference
identity should only be mapped to types for which the mapping is
either inherently secure (e.g., extracting the DNS name froma URl to
conpare with a subjectAltName of type dNSNane) or for which the
mapping is performed in a secure manner (e.g., using DNS Security
(DNSSEC), or using user- or adm n-configured host-to-address/

addr ess-to-host | ookup tables).

If the server identity check fails, user-oriented clients SHOULD
either notify the user or close the transport connection and indicate
that the server’s identity is suspect. Automated clients SHOULD

cl ose the transport connection and then return or |log an error
indicating that the server’'s identity is suspect, or both. Beyond
the server identity check described in this section, clients should
be prepared to do further checking to ensure that the server is

aut horized to provide the service it is requested to provide. The
client nmay need to make use of local policy information in nmaking
this determ nation.

If the reference identity is an internationalized domai n nane,
conform ng inplementati ons MIST convert it to the ASCII Conpatible
Encoding (ACE) format, as specified in Section 4 of [RFC3490], before
conparison with subject A tNane val ues of type dNSNane. Specifically,
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conform ng inplenentati ons MJUST performthe conversion operation
specified in Section 4 of [RFC3490] as follows: * in step 1, the
domai n nane SHALL be considered a "stored string”; * in step 3, set
the flag called "UseSTD3ASCI | Rul es"; * in step 4, process each | abe
with the "ToASCI I " operation; and * in step 5, change all | abe
separators to U+002E (full stop).

After performing the "to-ASCI 1" conversion, the DNS | abel s and nanes
MUST be conpared for equality, according to the rules specified in
Section 3 of RFC 3490. The '*' (ASCII 42) wildcard character is

al l owed in subjectAltNanme val ues of type dNSNane, and then, only as
the left-nost (least significant) DNS | abel in that value. This

wi | dcard mat ches any |eft-nost DNS | abel in the server name. That
is, the subject *.exanple.com matches the server names a.exanpl e.com
and b. exanpl e.com but does not match exanpl e.com or a.b.exanple.com

VWen the reference identity is an I P address, the identity MJST be
converted to the "network byte order" octet string representation in
[ RFCO791] and [RFC2460]. For |IP version 4, as specified in RFC 791
the octet string will contain exactly four octets. For |IP version 6,
as specified in RFC 2460, the octet string will contain exactly
sixteen octets. This octet string is then conpared agai nst
subj ect Al t Name val ues of type i PAddress. A match occurs if the
reference identity octet string and val ue octet strings are

i denti cal

After a TLS layer is established in a session, both parties are to

i ndependent|ly deci de whether or not to continue based on |ocal policy
and the security level achieved. |If either party decides that the
security level is inadequate for it to continue, it SHOULD renove the
TLS layer immediately after the TLS (re)negotiati on has conpl eted
(see RFC 4511)[ RFC4511]. Inplenmentations may re-eval uate the
security level at any tinme and, upon finding it inadequate, should
renove the TLS | ayer.

| mpl ement ati ons MUST support TLS with SCTP, as described in [ RFC3436]
or TLS over TCP, as described in [ RFC5246]. When using TLS/ SCTP we
nmust ensure that RSerPool does not use any features of SCTP that are
not available to a TLS/ SCTP user. This is not a difficult technica
problem but sinply a requirenent. \Wen describing an APl of the
RSer Pool | ower |ayer, we also have to take into account the

di f ferences between TLS and SCTP

Threat 8 requires the ASAP protocol to limt the nunmber of

ASAP_ENDPO NT_UNREACHABLE nessages (see Section 3.5) to the ENRP
server.
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Threat 9 requires the ENRP protocol to limt the nunber of
ASAP_ENDPO NT_KEEP_ALI VE nessages fromthe ENRP server to the PE (see
[ RFC5353]) .

There is no security mechani smdefined for the multicast
announcements. Therefore, a receiver of such an announcenent cannot
consi der the source address of such a nessage to be a trustworthy
address of an ENRP server. A receiver mnmust also be prepared to
receive a | arge nunber of nulticast announcenents from attackers.

9.3. Chain of Trust

Security is mandatory to inplenent in RSerPool and is based on TLS

i mpl enentation in all three architecture conponents that conprise
RSer Pool -- nanely PU, PE, and ENRP server. W define an ENRP server
that uses TLS for all conmunication and authenticates ENRP peers and
PE registrants to be a secured ENRP server.

Here is a description of all possible data paths and a description of
the security.

PU <---> secured ENRP server (authentication of ENRP server;
gueries over TLS)

PE <---> secured ENRP server (rmutual authentication;
regi stration/de-registration over TLS)

secured ENRP server <---> secured ENRP server (rmutual authentication
dat abase updates using TLS)

If all components of the system authenticate and communi cate using
TLS, the chain of trust is sound. The root of the trust chain is the
ENRP server. |f that is secured using TLS, then security will be
enforced for all ENRP and PE conponents that try to connect to it.

Sunmary of interaction between secured and unsecured conmponents: |f
the PE does not use TLS and tries to register with a secure ENRP
server, it will receive an error nmessage response indicated as an
error due to security considerations and the registration will be
rejected. |If an ENRP server that does not use TLS tries to update
t he dat abase of a secure ENRP server, then the update will be
rejected. |If a PU does not use TLS and commruni cates with a secure
ENRP server, it will get a response with the understanding that the
response is not secure, as the response can be tanpered with in
transit even if the ENRP database is secured.

The final case is the PU sending a secure request to ENRP. It m ght
be that ENRP and PEs are not secured and this is an all owabl e
configuration. The intent is to secure the conmuni cation over the

I nternet between the PU and the ENRP server.
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10.

11.

11.

Sumary:

RSer Pool architecture components can conmuni cate with each other to
establish a chain of trust. Secured PE and ENRP servers reject any
conmuni cati ons with unsecured ENRP or PE servers.

If the above is enforced, then a chain of trust is established for
t he RSer Pool user.
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