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Abst ract

The Intra-Site Automatic Tunnel Addressing Protocol (I SATAP)
specifies a Non-Broadcast, Miltiple Access (NBVA) interface type for
the transm ssion of |Pv6 packets over |Pv4 networks using automatic
| Pv6-in-1Pv4 encapsul ation. The original specifications make no
provi sions for the encapsul ati on and transm ssion of |Pv4 packets,
however. This docunent specifies a nethod for transmtting |Pv4
packets over | SATAP interfaces.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and makes no statenent about its val ue for

i npl enentati on or deploynment. Docunents approved for publication by
the RFC Editor are not a candidate for any | evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,
and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc5579.

| ESG Not e

This RFC is not a candidate for any |level of Internet Standard. The
| ETF di scl ai ns any know edge of the fitness of this RFC for any
purpose and in particular notes that the decision to publish is not
based on | ETF review for such things as security, congestion control
or inappropriate interaction with deployed protocols. The RFC Editor
has chosen to publish this docunent at its discretion. Readers of
this document shoul d exercise caution in evaluating its value for

i mpl enent ati on and depl oynment. See RFC 3932 for nore information

Tenplin | nf or mati onal [ Page 1]



RFC 5579 | Pv4 Packets over | SATAP February 2010

Copyri ght Notice

Copyright (c) 2010 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent.

Tabl e of Contents

1. IntroduCti On ... e 3
2. Termnol O0gy . ..o 3
3. ISATAP Interface Model . ... ... . . .. 3
4. ISATAP Interface MIU ... .. ... e e 4
5. ITPVB Operati ONn ... .. e 4
6. IPVA Operati On .. ... 4
6.1. | SATAP I Pv4 Address Configuration .......................... 4
6.2. IPv4 Route Configuration ........ ... ... .. .. .. 5
6.3. I SATAP Interface Determnation ............ ... ... . ..., 5
6.4. Next-Hop Resolution ........... . . . . . . i, 5
6.5. Encapsulation and Transmission ...............c.uiuiiinnon.. 6
6.6. IPv4d Milticast Mapping . .... ... 6
6.7. Recursive Encapsulation Avoidance .......................... 7
7. Security Considerati ONS . ..... ... .. 7
8. Acknow edgement S . ... ... 7
9. ReferenCes . ... 7
9.1. Normative References ....... ... ... 7
9.2. Informative References .......... .. . . .. 8
Appendi x A. Encapsulation Avoidance .......... ... . ... .. ... 9

Templin I nf or mati onal [ Page 2]



RFC 5579 | Pv4 Packets over | SATAP February 2010

1. Introduction

The Intra-Site Automatic Tunnel Addressing Protocol (I SATAP)

[ RFC5214] specifies a Non-Broadcast, Miltiple Access (NBMA) interface
type for the transm ssion of |Pv6 packets over |Pv4 networks using
automatic I Pv6-in-1Pv4 encapsul ation. |SATAP interfaces therefore
typically configure | Pv6 addresses and prefixes, but they do not
configure I Pv4 addresses and prefixes. In typical inplenentations
and depl oynents, an | SATAP interface therefore appears as an ordinary
interface configured for |IPv6 operation but with a null |Pv4
configuration. This places an unnecessary limtation on the | SATAP
domai n of applicability.

| SATAP interfaces performautomatic |Pv6-in-IPv4 encapsul ati on over a
virtual IPv6 overlay that spans a region within a connected |Pv4
routing topology (i.e., a "site") conprising ordinary |Pv4 routers.

| SATAP interfaces configure IPv6 |ink-1ocal addresses that
encapsul ate an | Pv4 address assigned to an underlying IPv4 interface
within the I1Pv6 |ink-local prefix "fe80::/10", as specified in
Sections 6 and 7 of [RFC5214]. |SATAP interfaces may additionally
configure I Pv6 addresses froma non-link-local IPv6 prefix in exactly
the sanme fashion. As a result, [RFC5214] extends the basic
transition nechani sns specified in [ RFC4213].

Thi s docunent specifies nechanisns and operational practices that
enabl e automatic | Pv4-in-1Pv4 encapsul ation over | SATAP interfaces in
the sane manner as for |Pv6-in-1Pv4 encapsulation. As a result, this
docunent al so extends the |Pv4-in-1Pv4 tunneling nechani sns specified
in [ RFC2003]. These nechanisns are useful in a wide variety of
enterprise network scenarios, e.g., as discussed in the RANGER

[ RANGER] and VET [ VET] proposals.

The foll owi ng sections specify | Pv4 operation over |SATAP interfaces.
A wor ki ng knowl edge of the IPv4 and | Pv6 protocols ([ RFC0O791] and

[ RFC2460]), |Pv4-in-1Pv4 encapsul ati on [ RFC2003], and | Pv6-in-I1Pv4
encapsul ati on ([ RFC4213] and [RFC5214]) is assuned.

2. Term nol ogy
The keywords MJUST, MJST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD,
SHOULD NOT, RECOMVENDED, MAY, and OPTI ONAL, when they appear in this
docunent, are to be interpreted as described in [ RFC2119].

3. | SATAP Interface Mde
| SATAP interfaces use automatic |IPv6-in-1Pv4 encapsul ation to span a

region within a connected I1Pv4 routing topology (i.e., a "site") in a
single IPv6 hop. That is to say that the site conprises border nodes
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6.

with | SATAP interfaces that forward | Pv6-in-1Pv4 packets across the
site in a single IPv6 hop, and ordinary | Pv4 routers between the
border nodes that decrenent the Time to Live (TTL) in the outer |Pv4
header. Border nodes that configure | SATAP interfaces within the
same site therefore see each other as single-hop neighbors.

| SATAP interfaces are configured over one or nore of the node’'s
underlying IPv4 interfaces connected to the site. These underlying

I Pv4 interfaces configure site- or greater-scoped |Pv4 addresses, and
the underlying IPv4 interfaces of two "neighboring" | SATAP interfaces
may be separated by many | Pv4 hops within the site.

This specification sinmply extends the | SATAP interface nodel to al so
support | Pv4-in-1Pv4 encapsul ation. Wen |Pv4-in-I1Pv4 encapsul ation
is used, the | SATAP interface spans exactly the same underlying site
as for 1Pv6-in-1Pv4 encapsul ation.

| SATAP | nterface MIU

| SATAP interface MIU considerations are exactly as specified in
Section 3.2 of [RFC4213] and apply equally for both IPv6 and | Pv4
operation.

| Pv6 Operation

| Pv6 operations over |SATAP interfaces are exactly as specified in
[ RFC5214] .

| Pv4 QOperation
The foll owi ng sections specify | Pv4d operation over |SATAP interfaces:
1. | SATAP | Pv4 Address Configuration

As for | Pv6 operation, |Pv4 operation requires that all | SATAP

i nterfaces connected to the sanme site configure a unique Layer 3 |Pv4
address ("L3ADDR') taken froman IPv4 prefix for the site. L3ADDR s
used for next-hop determ nation, but it may al so be used as the
source address for packets that originate fromthe | SATAP interface
itself.

When a uni que "nanme" for the | SATAP site is required (e.g., to

di stinguish it fromother |SATAP sites), L3ADDR is taken froma
public IPv4 prefix. Oherwise, it may be taken froma |ink-Iocal-
scoped I Pv4 prefix (e.g., 169.254/16 [ RFC3927]).

Met hods for ensuring L3ADDR uni queness include dynam c all ocation
usi ng DHCP [ RFC2131], manual configuration, etc.
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6.2. |Pv4 Route Configuration

As for any IPv4 interface, |Pv4d Forwarding |Information Base (FIB)
entries (i.e., IPv4d routes) are configured over |SATAP interfaces via
ei ther adm nistrative or dynam c nechani sns.

Next - hop addresses in FIB entries configured over an | SATAP interface
correspond to the L3ADDR assigned to the | SATAP interface of a
nei ghbor .

6. 3. | SATAP I nterface Determ nation

When the node’s I Pv4 | ayer has a packet to send, it perforns an | Pv4d
FI B | ookup to determine the outgoing | SATAP interface and the next-

hop L3ADDR. The node then checks the packet |ength against the MU
configured on the | SATAP interface.

If the packet is no larger than the MIU, the node admits it into the
| SATAP interface without fragnentation. |[|f the packet is larger than
the MIU, the node exami nes the "Don't Fragnent (DF)" flag in the |Pv4
header. |If DF=1, it drops the packet and returns an | CvPv4
"fragment ati on needed" nessage to the original source [ RFC1191];
otherwise, it fragments the packet using |IPv4 fragmentation and
admts each fragnent into the | SATAP interface.

6.4. Next-Hop Determnation and Address Mappi ng

As for | SATAP for |Pv6, |SATAP for 1Pv4 requires a means for

determ ning the L3ADDR of neighbors on the | SATAP interface that can
provide a next-hop toward the final destination. Next-hop

determ nation for default routes is through the Potential Router List
(PRL) discovery procedures specified in Section 8.3.2 of [RFC5214].
Next - hop deternination nmethods for nore-specific routes include
forwarding initial packets via a default router until a redirect is
recei ved, name service |ookup (e.g., as described in [VET]), etc.

After a next-hop L3ADDR is discovered, the node adnits |Pv4
packets/fragnents into the | SATAP interface and maps the next-hop
L3ADDR into a next-hop Layer 2 address ("L2ADDR'), which in reality
is the IPv4 address of an underlying interface of the | SATAP nei ghbor
that may be many | Pv4 hops away.

Address mapping for IPv4 differs fromthe IPv6 version in that no

al gorithm c mappi ng between L3ADDR and L2ADDR i s possible. | SATAP
for 1Pv4d therefore requires an L3ADDR->L2ADDR address mappi ng met hod
that is coordinated on a per-site basis such that all nodes in the
site follow the sanme convention. Exanples include nane service

| ookup (e.g., as described in [VET]), static mapping table | ookup
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etc.

The node next performs an | Pv4 FIB | ookup on the next-hop L2ADDR to
determ ne the correct underlying IPv4 interface. |If the FIB | ookup
fails, the node drops the packet and returns an | CWVPv4 "Destination
Unr eachabl e" nessage to the original source [ RFC0792]; otherwi se, it
encapsul ates the packet and submts it to the I Pv4 | ayer as descri bed
bel ow.

6.5. Encapsul ati on and Transm ssi on

After performng the IPv4 FIB | ookup on the next-hop L2ADDR, the node
encapsul ates the packet as specified in [RFC2003] with the |Pv4
address of the underlying interface as the outer |Pv4 source address
and the next-hop L2ADDR as the outer |Pv4 destination address. The
node sets the DF flag in the outer |Pv4 header according to Section
3.2 of [RFC4213]. The node also sets the IP protocol field in the
outer |Pv4 header to 4 (i.e., ip-protocol-4).

The node then subnits the encapsul ated packet to the I Pv4 |ayer. The
| Pv4 | ayer fragments the packet if necessary, then forwards each
fragment to the underlying IPv4 interface. The underlying |IPv4
interface then perforns address resolution on the outer |Pv4
destination address (i.e., the next-hop L2ADDR) and subnmits the
packet for transm ssion on the underlying |ink |ayer.

6.6. |Pv4 Milticast Mapping

In many aspects, |SATAP is sinply a unicast-only derivative of
"6over4" [RFC2529]. For various reasons, however, |SATAP has seen
practical w de-scal e depl oynent while the 6over4 approach has been
silently carried forward t hrough ongoi ng research efforts. This
specification extends the | SATAP interface nodel to support |Pv4

mul ticast mapping in a nmanner that exactly parallels IPv6 multicast
mappi ng i n 6over4 (see [ RFC2529], Section 6). Indeed, the approach
m ght nore aptly be nanmed "4over4" were it not for the fact that the
nane "| SATAP" has al ready becone ingrained in the w dely published

t erm nol ogy.

| Pv4 multicast mapping is available only on | SATAP interfaces
configured over sites that support IPv4 nmulticast. For such sites,
an | Pv4 packet sent on an | SATAP interface with a multicast
destinati on address DST MJUST be encapsul ated for transnission on an
underlying IPvd interface to the IPv4 nulticast address of
Organi zati on-Local Scope using the mappi ng below. The mapped address
SHOULD be taken fromthe bl ock 239.193.0.0/16, a different sub-bl ock
of the Organization-Local Scope address block, or -- if none of those
are available -- fromthe expansion bl ocks defined in [ RFC2365].
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Not e that when they are fornmed using the expansion bl ocks, they use
only a /16-sized bl ock

S S S S +
| 239 | O.S | DsT2 | DST3
R, R, R, R, +
DST2, DST3 Last two bytes of IPv4 nulticast address.
as Fromthe configured O ganization-Loca

Scope address block. SHOULD be 193;
see [ RFC2365] for details.

Figure 1: | SATAPv4 Ml ticast Mapping
No new | ANA regi stration procedures are required for the above
6.7. Recursive Encapsul ati on Avoi dance

The node nust take care in nanaging its IPv4 FIB table entries in
order to avoid | ooping through recursive encapsul ati ons.

7. Security Considerations
The security considerations specified in [ RFC2003] apply equally to
this docunent. The security considerations specified in | SATAP
[ RFC5214] and 6over4 [ RFC2529] also apply, with the exception that
i p-protocol -4 encapsul ation is used instead of ip-protocol-41.
Updat ed tunnel security considerations are found in [ SECURI TY].
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Appendi x A, Encapsul ati on Avoi dance

In sonme instances, an | SATAP interface may be configured over a site
in which the L3ADDRs and L2ADDRs of all | SATAP nei ghbors are al so
known to be routable within the underlying site. 1In that case, the

| SATAP interface MAY avoid encapsul ation and submt the

unencapsul ated packets directly to the IPv4 |ayer. Note however that
thi s approach does not provide for the use of indirection afforded

t hrough encapsul ati on.
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