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Abst ract

The obj ective of Pre-Congestion Notification (PCN) is to protect the
quality of service (QS) of inelastic flows within a Diffserv domain
The overall rate of PCN-traffic is netered on every link in the PCN
domai n, and PCN- packets are appropriately marked when certain
configured rates are exceeded. Egress nodes pass information about
these PCN-marks to Decision Points that then deci de whether to admt
or block new flow requests or to term nate sone already admitted

fl ows during serious pre-congestion

Thi s docunent specifies how PCN-rmarks are to be encoded into the IP
header by reusing the Explicit Congestion Notification (ECN)
codepoints within a PCN-domain. The PCN wire protocol for non-1P
protocol headers will need to be defined el sewhere. Nonethel ess,
this docunment clarifies the PCN encoding for MPLS in an informationa
appendi x. The encoding for IP provides for up to three different PCN
mar ki ng states using a single Diffserv codepoint (DSCP): not-marked
(NM, threshol d-marked (ThM, and excess-traffic-marked (ETM.

Hence, it is called the 3-in-1 PCN encoding. This docunment obsol etes
RFC 5696.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6660.
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1. Introduction

The obj ective of Pre-Congestion Notification (PCN) [ RFC5559] is to
protect the quality of service (QS) of inelastic flows within a
Diffserv domain in a sinple, scal able, and robust fashion. Two
mechani sns are used: adm ssion control, to decide whether to admt or
bl ock a new fl ow request, and flow termnation to term nate sone
existing flows during serious pre-congestion. To achieve this, the
overall rate of PCN-traffic is netered on every link in the domain
and PCN-packets are appropriately marked when certain configured
rates are exceeded. These configured rates are below the rate of the
link, thus providing notification to boundary nodes about overl oads
bef ore any real congestion occurs (hence "pre-congestion
notification").

[ RFC5670] provides for two nmetering and narking functions that are
generally configured with different reference rates. Threshol d-
mar ki ng marks all PCN packets once their traffic rate on a link
exceeds the configured reference rate (PCN-threshold-rate). Excess-
traffic-marking marks only those PCN packets that exceed the
configured reference rate (PCNexcess-rate). The PCN-excess-rate is
typically larger than the PCN-threshol d-rate [ RFC5559]. Egress nodes
nmoni tor the PCN-marks of received PCN packets and pass information
about these PCN-marks to Decision Points that then decide whether to
admt new flows or termnate existing fl ows [ RFC6661] [ RFC6662].

The encodi ng defined in [ RFC5696] descri bed how two PCN narki ng
states (not-marked and PCN- narked) could be encoded into the IP
header using a single Diffserv codepoint. It defined '01' as an
experinmental codepoint (EXP), along with guidelines for its use. Two
PCN marking states are sufficient for the Single Marking edge

behavi our [ RFC6662]. However, PCN-domains utilising the controlled

| oad edge behavi our [ RFC6661] require three PCN marking states. This
docunent extends the encoding that originally appeared in RFC 5696 by
redefining the experinental codepoint as a third PCN marking state in
the I P header, but still using a single Diffserv codepoint. This
encodi ng schene is therefore called the "3-in-1 PCN encoding". It
obsol etes the [ RFC5696] encodi ng, which provides only a subset of the
same capabilities.

The full version of the 3-in-1 encoding requires any tunnel endpoint

within the PCN-domain to support the normal tunnelling rules defined
in [ RFC6040]. There is one limted exception to this constraint

Briscoe, et al. St andards Track [ Page 3]
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where the PCN-donain only uses the excess-traffic-narking behaviour
and where the threshol d-marki ng behaviour is deactivated. This is
di scussed in Section 5.2.3.1.

Thi s docunent only concerns the PCN wire protocol encoding for IP
headers, whether IPv4 or IPv6. It makes no changes or
recomendat i ons concerning al gorithns for congestion nmarking or
congestion response. Qher documents will define the PCN wire
protocol for other header types. Appendi x C discusses a possible
mappi ng between I P and MPLS.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Definitions and Abbrevi ati ons
2.1. Term nol ogy

The terms PCN-domai n, PCN-node, PCN-interior-node, PCN-ingress-node,
PCN- egr ess-node, PCN- boundary-node, PCN-traffic, PCN packets, and
PCN-mar ki ng are used as defined in [RFC5559]. The follow ng
additional terms are defined in this docunent:

PCN encodi ng: mappi ng of PCN marking states to specific codepoints
in the packet header.

PCN- conpati ble Diffserv codepoint: a Diffserv codepoint indicating
packets for which the ECN field carries PCN narkings rather than
[ RFC3168] markings. Note that an operator configures PCN-nodes to
recogni se PCN-conpati bl e DSCPs, whereas the sane DSCP has no PCN
specific neaning to a node outside the PCN donain.

Thr eshol d- mar ked codepoint: a codepoint that indicates a packet has
been t hreshol d-marked; that is, a packet that has been narked at a
PCN-interior-node as a result of an indication fromthe threshol d-
metering function [ RFC5670]. Abbreviated to ThM codepoi nt.

Excess-traffic-marked codepoint: a codepoint that indicates packets
that have been marked at a PCN-interior-node as a result of an
i ndication fromthe excess-traffic-netering function [ RFC5670].
Abbrevi ated to ETM codepoi nt.

Not - mar ked codepoint: a codepoint that indicates PCN packets that
are not PCN-nmarked. Abbreviated to NM codepoint.
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Not - PCN codepoi nt: a codepoint that indicates packets that are not

2. 2.

The foll owi ng abbreviations are used in this docunent:

PCN-

Li st

packets.

of Abbrevi ati ons

0 AF = Assured Forwardi ng [ RFC2597]
o CE = Congestion Experienced [ RFC3168]
0 CS = Cass Selector [RFC2474]
o DSCP = Diffserv codepoint
0 e2e = end-to-end
o ECN = Explicit Congestion Notification [ RFC3168]
o ECT = ECN Capabl e Transport [RFC3168]
o EF = Expedited Forwarding [ RFC3246]
0 ETM = excess-traffic-marked
o EXP = Experinental
o NM = not-mar ked
o PCN = Pre-Congestion Notification
o PHB = Per-hop behavi our [ RFC2474]
o ThM = threshol d- mar ked
Briscoe, et al. St andar ds Track
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3.

Definition of 3-in-1 PCN Encodi ng

The 3-in-1 PCN encodi ng scheme supports networks that need three PCN
marki ng states to be encoded within the | P header, as well as those
that need only two. The full encoding is shown in Figure 1.

Fomme oo o oo oo +
| | Codepoint in ECN field of |IP header |
| DSCP | <RFC3168 codepoi nt name> |
| B S S B R +
| | 00 <Not-ECT> | 10 <ECT(0)> | 01 <ECT(1)> | 11 <CE> |
Fomm oo R S S R +
| DSCP n | not- PCN | NM | ThM | ETM |
S oo e e S +

Figure 1: 3-in-1 PCN Encoding

A PCN-node will be configured to recognise certain DSCPs as PCN
conpati ble. Appendi x A discusses the choice of suitable DSCPs. In
Figure 1, "DSCP n' indicates such a PCN-conpatible DSCP. In the PCN
domai n, any packet carrying a PCN-conpatible DSCP and with the ECN
field anything other than 00 (not-PCN) is a PCN packet as defined in
[ RFC5559] .

PCN- nodes MUST interpret the ECN field of a PCN packet using the
3-in-1 PCN encodi ng, rather than [RFC3168]. This does not change the
behavi our for any packet with a DSCP that is not PCN- conpatible, or
for any node outside a PCN-donmain. |In all such cases, the 3-in-1
encoding is not applicable, and so by default the node will interpret
the ECN field using [ RFC3168] .

When using the 3-in-1 encoding, the codepoints of the ECN field have
the foll ow ng nmeani ngs:

not - PCN: indicates a non-PCN- packet, i.e., a packet that uses a PCN\
conpati ble DSCP but is not subject to PCN netering and nar ki ng.

NM  not-marked. Indicates a PCN packet that has not yet been nmarked
by any PCN marker.

ThM  threshol d-marked. Indicates a PCN-packet that has been marked
by a threshol d- marker [RFC5670].

ETM excess-traffic-marked. [Indicates a PCN packet that has been
mar ked by an excess-traffic-nmarker [RFC5670].

Briscoe, et al. St andards Track [ Page 6]
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4. Requirenents for and Applicability of 3-in-1 PCN Encoding
4.1. PCN Requirenents

In accordance with the PCN architecture [RFC5559], PCN-ingress-nodes
control packets entering a PCN-domain. Packets bel onging to PCN
controlled flows are subject to PCN-netering and PCN nar ki ng, and
PCN-i ngress-nodes nark them as not-marked (PCN-colouring). Al nodes
in the PCN-donmain perform PCN-netering and PCN- mark PCN- packets if
needed. There are two different metering and marki ng behavi ours:

t hreshol d- mar ki ng and excess-traffic-marking [ RFC5670]. Sone edge
behavi ours require only a Single Mrking behavi our [ RFC6662], others
require both [RFC6661]. In the latter case, three PCN marking states
are needed: not-marked (NM to indicate not-narked packets,

threshol d-marked (ThM to indicate packets marked by the threshol d-
mar ker, and excess-traffic-marked (ETM to indicate packets nmarked by
the excess-traffic-marker [ RFC5670]. Threshol d- marki ng and excess-
traffic-marking are configured to start marki ng packets at different

| oad conditions, so one marking behavi our indicates nore severe pre-
congestion than the other. Therefore, a fourth PCN marking state

i ndi cating that a packet is nmarked by both markers is not needed.
However, a fourth codepoint is required to indicate packets that use
a PCN-compati bl e DSCP but do not use PCN-marking (the not-PCN
codepoi nt) .

In all current PCN edge behaviours that use two marki ng behaviours

[ RFC5559] [ RFC6661], excess-traffic-marking is configured with a

| arger reference rate than threshold-marking. W take this as a rule
and define excess-traffic-marked as a nore severe PCN-nmark than

t hr eshol d- mar ked.

4.2. Requirenents | nposed by Tunnelling

[ RFC6040] defines rules for the encapsul ati on and decapsul ati on of
ECN markings within IP-in-1P tunnels. The publication of RFC 6040
renoved the tunnelling constraints that existed when the encodi ng of
[ RFC5696] was witten (see Section 3.3.2 of [RFC6627]).

Nonet hel ess, there is still a problemif there are any |egacy (pre-
RFC6040) decapsul ati ng tunnel endpoints within a PCN-domain. |If a
PCN- node Threshol d-marks the outer header of a tunnelled packet that
has a not-nmarked codepoint on the inner header, a | egacy decapsul ator
will forward the packet as not-marked, |osing the Threshol d- marki ng.
The rules on applicability in Section 4.3 bel ow are designed to avoid
this problem

Briscoe, et al. St andards Track [ Page 7]



RFC 6660 3-in-1 PCN Encodi ng July 2012

Even if an operator accidentally breaks these applicability rules,
the order of severity of the 3-in-1 codepoints was chosen to protect
other PCN or non-PCN traffic. Although |egacy pre-RFC6040 tunnels
did not propagate '01', all tunnels pre-RFC6040 and post- RFC6040 have
al ways propagated '11' correctly. Therefore, '11' was chosen to
signal the nobst severe pre-congestion (ETM, so it would act as a
reliable fail-safe even if an overl ooked | egacy tunnel was
suppressing '01' (ThM signals.

4.3. Applicable Environnents for the 3-in-1 PCN Encodi ng

The 3-in-1 encoding is applicable in situations where two marking
behavi ours are being used in the PCN-donmain. The 3-in-1 encodi ng can
al so be used with only one marking behaviour, in which case one of
the codepoi nts MJUST NOT be used anywhere in the PCN domain (see
Section 5.2.3).

Wth one exception (see next paragraph), any tunnel endpoints
(IP-in-1P and I Psec) within the PCN-domain MJUST conply with the ECN
encapsul ati on and decapsul ation rules set out in [RFC6040] (see
Section 4.2).

Qperators may not be able to upgrade every pre-RFC6040 tunne

endpoint within a PCN-domain. In such circunstances, a limted
version of the 3-in-1 encoding can still be used but only under the
follow ng stringent condition. |[If any pre-RFC6040 tunne

decapsul ator exists within a PCN-domain, then every PCN-node in the
PCN- domai n MJUST be configured so that it never sets the ThM
codepoint. PCN-interior-nodes in this case MJST solely use the
Excess-traffic-marking function, as defined in Section 5.2.3.1. 1In
all other situations where | egacy tunnel decapsul ators mnight be
present within the PCN-domain, the 3-in-1 encoding is not applicable.

5. Behaviour of a PCN-node to Conply with the 3-in-1 PCN Encodi ng
Any tunnel endpoint inplenentation on a PCN-node MJUST conply with
[ RFC6040]. Since PCNis a new capability, this is considered a
reasonabl e requirenent.

5.1. PCN- I ngress-Node Behavi our

I f packets arrive fromanother Diffserv domain, any re-napping of
Di ffserv codepoi nts MJST happen before PCN-ingress processing.

At each logical ingress link into a PCN-domain, each PCN-ingress-node
will apply the four functions described in Section 4.2 of [RFC5559]
to arriving packets. These functions are applied in the foll ow ng
order: PCN-classify, PCN-police, PCN-col our, PCN-rate-neter. This

Briscoe, et al. St andards Track [ Page 8]
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section describes these four steps, but only the aspects relevant to
packet encoding:

1

1b.

PCN-cl assification: The PCN-ingress-node detern nes whet her each
packet matches the filter spec of an admitted flow Packets that
mat ch are defined as PCN packets.

Extra step if ECN and PCN coexist: |If a packet classified as a
PCN- packet arrives with the ECN field already set to a val ue ot her
than Not-ECT (i.e., it is froman ECN capable transport), then to
conply with BCP 124 [ RFC4774] it MJST pass through one of the
followi ng preparatory steps before the PCN-policing and PCN
colouring steps. The choice between these four actions depends on
| ocal policy:

* Encapsul at e ECN- capabl e PCN-packets across the PCN donain:
+ either within another |IP header using an RFC6040 tunnel

+ or within a | ower-1layer protocol capable of being PCN
mar ked, such as MPLS (see Appendix C)

Encapsul ati on using either of these nethods is the RECOVMMENDED
policy for ECN capabl e PCN-packets, and inplenmentati ons SHOULD
use IP-in-1P tunnelling as the default.

If encapsulation is used, it MJST precede PCN-policing and PCN
colouring so that the encapsul ator and decapsul ator are

| ogically outside the PCN-domain (see Appendi x B and
specifically Figure 2).

I f MPLS encapsul ation is used, note that penultinmate hop
poppi hg [ RFC3031] is inconpatible with PCN, unless the
penul ti mate hop applies the PCN egress-node behavi our before it
pops the PCN-capabl e MPLS | abel

* |f some formof encapsulation is not possible, the PCN-ingress-
node can all ow t hrough ECN- capabl e packets without
encapsul ati on, but it MJST drop CE-marked packets at this
stage. Failure to drop CE-narked packets would risk congestion
col | apse, because wi thout encapsul ation there is no mechani sm
to propagate the CE markings across the PCN-donmin (see

Appendi x B)

This policy is NOI RECOWENDED because there is no tunnel to
protect the e2e ECN capability, which is otherw se disabled
when t he PCN- egress-node zeroes the ECN field.

Briscoe, et al. St andards Track [ Page 9]
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* Drop the packet.

This policy is also NOT RECOWENDED, because it precludes the
possibility that e2e ECN can coexist with PCN as a neans of
control | i ng congestion.

* Any other action that conplies with [RFC4774] (see Appendi x B
for an exanple).

Appendi x B provides nore informati on about the coexi stence of PCN
and ECN.

2. PCN-policing: The PCN-policing function only allows appropriate
packets into the PCN behavi our aggregate. Per-flow policing
actions may be required to block rejected flows and to rate-police
accepted flows, but these are specified in the rel evant edge-
behavi our document, e.g., [RFC6662] or [RFC6661].

Here, we only specify packet-level PCN-policing, which prevents
packets that are not PCN packets from being forwarded into the
PCN-dormain if PCN-interior-nodes would otherw se mnistake them for
PCN- packets. A non- PCN-packet will be confused with a PCN packet
if on arrival it nmeets all three of the follow ng conditions:

a) it is not classified as a PCN packet;

b) it already carries a PCN conpatible DSCP; and

c) its ECNfield carries a codepoint other than Not-ECT.

The PCN-ingress-node MJUST police packets that neet all three
conditions (a-c) by subjecting themto one of the follow ng
treat ments:

* re-mark the DSCP to a DSCP that is not PCN-conpati bl e;

* tunnel the packet to the PCN-egress-node with a DSCP in the
outer header that is not PCN conpatible; or

* drop the packet (NOT RECOMVENDED -- see bel ow).
The choi ce between these actions depends on local policy. 1In the
absence of any operator-specific configuration for this case, an

i mpl enentati on SHOULD re-mark the DSCP to zero (000000) by
defaul t.

Briscoe, et al. St andards Track [ Page 10]
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5.

5.

5.

Briscoe, et al. St andards Track [ Page 11]

Wi chever policing action is chosen, the PCN-ingress-node SHOULD

| og the event and MAY al so raise an alarm Alarns SHOULD be rate-

l[imted so that the anonal ous packets will not anplify into a
fl ood of al arm messages.

Rationale: Traffic that neets all three of the above conditions
(a-c) is not PCN-traffic; therefore, ideally a PCNingress ought
not tointerfere with it, but it has to do sonmething to avoid

anmbi guous packet nmarkings. Cearing the ECN field is not an

appropriate policing action, because a network node ought not to
interfere with an e2e signal. Even if such packets seemlike an
attack, drop would be overkill, because such an attack can be
neutralised by just re-marking the DSCP. And DSCP re-marking in
the network is legitinmte, because the DSCP is not considered an
e2e signal.

3. PCN-colouring: |If a packet has been classified as a PCN packet,
once it has been policed, the PCN-ingress-node:

*  MJST set a PCN-conpatible Diffserv codepoint on all PCN
packets. To conserve DSCPs, DSCPs SHOULD be chosen that are
al ready defined for use with admi ssion-controlled traffic.
Appendi x A gives guidance to inplenentors on suitabl e DSCPs.

*  MJST set the PCN codepoint of all PCN- packets to not-narked
(NM .

4. PCN rate-netering: This fourth step nay be necessary dependi ng on

the edge behaviour in force. It is listed for conpleteness, but
it is not relevant to this encodi ng docunent.

2. PCN-Interior-Node Behavi our
2.1. Behaviour Common to Al PCN-Interior-Nodes
Interior nodes MJUST NOT change not-PCN to any ot her codepoint.
Interior nodes MJUST NOT change NMto not - PCN.
Interior nodes MUST NOT change ThMto NM or not- PCN.
Interior nodes MUST NOT change ETMto any other codepoint.
2.2. Behaviour of PCN-Interior-Nodes Using Two PCN- Marki ngs

If the threshold-meter function indicates a need to mark a packet,
the PCN-interior-node MIJST change NMto ThM
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If the excess-traffic-meter function indicates a need to nark a
packet :

o the PCN-interior-node MIUST change NMto ETM

o the PCN-interior-node MUST change ThMto ETM

If both the threshold meter and the excess-traffic nmeter indicate the
need to mark a packet, the Excess-traffic-marking rules MJST take

pr ecedence.

5.2.3. Behavi our of PCN-Interior-Nodes Using One PCN- Marki ng
Sone PCN edge behaviours require only one PCN-nmarking within the PCN
domain. The Single Marking edge behavi our [ RFC6662] requires PCN-
interior-nodes to mark packets using the excess-traffic-meter
function [RFC5670]. It is possible that future schenmes may require
only the threshold-nmeter function. Appendix D explains the rationale
for the behaviours defined in this section

5.2.3.1. Marking Using Only the Excess-Traffic-Meter Function

The threshold-traffic-neter functi on SHOULD be di sabl ed and MJST NOT
trigger any packet narking.

The PCN-interior-node SHOULD rai se a managenent alarmif it receives
a ThM packet, but the frequency of such alarns SHOULD be Iimted.

If the excess-traffic-neter function indicates a need to mark the
packet :

o the PCN-interior-node MUST change NMto ETM

o the PCN-interior-node MUST change ThMto ETM It SHOULD al so
rai se an alarm as above.

5.2.3.2. Marking Using Only the Threshol d- Meter Function

The excess-traffic-meter function SHOULD be di sabl ed and MJUST NOT
trigger any packet marking.

The PCN-interior-node SHOULD rai se a managenent alarmif it receives
an ETM packet, but the frequency of such alarns SHOULD be limted.

If the threshold-meter function indicates a need to mark the packet:

o the PCN-interior-node MIUST change NMto ThM

Briscoe, et al. St andards Track [ Page 12]



RFC 6660 3-in-1 PCN Encodi ng July 2012

o the PCN-interior-node MUST NOT change ETMto any ot her codepoint.
It SHOULD raise an alarm as above if it encounters an ETM packet.

5.3. PCN Egress- Node Behavi our

A PCN- egress-node SHOULD set the not-PCN ('00') codepoint on al
packets it forwards out of the PCN domain.

The only exception to this is if the PCN-egress-node is certain that
reveal i ng other codepoints outside the PCN-domain won't contravene
the guidance given in [RFC4A774]. For instance, if the PCN-ingress-
node has explicitly informed the PCN-egress-node that this flowis
ECN-capable, then it mght be safe to expose other ECN codepoints.
Appendi x B gives details of how such schenmes ni ght work, but such
schenes are currently only tentative ideas.

If the PCN-domain is configured to use only Excess-traffic-marking,
the PCN-egress-node MJUST treat ThMas ETM if only threshol d- marki ng
is used, it SHOULD treat ETM as ThM However, it SHOULD rai se a
managenent alarmin either case since this means there is sone

m sconfiguration in the PCN domain.

6. Backward Conpatibility
6.1. Backward Conpatibility with ECN

BCP 124 [RFCA774] gives guidelines for specifying alternative
semantics for the ECN field. It sets out a nunber of factors to be
taken into consideration. It also suggests various techniques to

al l ow t he coexi stence of default ECN and alternative ECN senantics.
The encoding specified in this docunent uses one of those techniques;
it defines PCN-compatible Diffserv codepoints as no |onger supporting
the default ECN semantics within a PCN-domain. As such, this
docunent is conpatible with BCP 124.

There is not enough space in one |IP header for the 3-in-1 encoding to
support both ECN nmarki ng end-to-end and PCN-nmarking within a PCN
donmain. The non-nornative Appendi x B di scusses possible ways to do
this, e.g., by carrying e2e ECN across a PCN-donmain within the inner
header of an IP-in-1P tunnel. The normative text in Section 5.1
requi res one of these methods to be configured at the PCN-ingress-
node and reconmends that inplenentations offer tunnelling as the
defaul t.

In any PCN depl oynent, traffic can only enter the PCN-domain through
PCN-i ngress-nodes and | eave through PCN-egress-nodes. PCNingress-
nodes ensure that any packets entering the PCN-domain have the ECN
field in their outernost | P header set to the appropriate codepoint.
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PCN- egr ess-nodes then guarantee that the ECN field of any packet

| eavi ng the PCN-donai n has appropriate ECN semantics. This prevents
uni nt ended | eakage of ECN marks into or out of the PCN donain, and
thus reduces backward-conpatibility issues.

6.2. Backward Conpatibility with the Encoding in RFC 5696

Section 5.1 of the PCN architecture [ RFC5559] gives general guidance
on fault detection and diagnosis, including managenment anal ysis of
PCN mar ki ngs arriving at PCN-egress-nodes to detect early signs of
potential faults. Because the PCN encodi ng has gone through an
obsol eted earlier stage [ RFC5696], m sconfiguration m stakes may be
nore |ikely. Therefore, extra nonitoring, such as in the follow ng
exanpl e, may be necessary to detect and di agnose potential problens:

I nformati onal exanple: In a controll ed-1oad edge-behavi our
scenario it could be worth the PCN- egress-node detecting the onset
of excess-traffic marking w thout any prior threshol d-marking.
This mght indicate that an interior node has been wongly
configured to mark only ETM (which woul d have been correct for the
si ngl e- mar ki ng edge behavi our).

A PCN-node inplenented to use the obsol eted encoding i n RFC 5696
coul d conceivably have been configured so that the Threshol d-neter
function marked what is now defined as the ETM codepoint in the
3-in-1 encoding. However, there is no known depl oynent of this
rather unlikely variant of RFC 5696 and no reason to believe that
such an inplenmentati on woul d ever have been built. Therefore, it
seens safe to ignore this issue.

7. Security Considerations

PCN-marking only carries a nmeaning within the confines of a PCN\
domain. This encodi ng docurment is intended to stand i ndependently of
the architecture used to determ ne how specific packets are

aut horised to be PCN-nmarked, which will be described in separate
docunents on PCN boundary-node behavi our

Thi s docunent assumes the PCN-domain to be entirely under the contro
of a single operator, or a set of operators who trust each other
However, future extensions to PCN m ght include inter-domain versions
where trust cannot be assumed between domains. |f such schenes are
proposed, they nust ensure that they can operate securely despite the
lack of trust. However, such considerations are beyond the scope of
thi s docunent.
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10.

10.

One potential security concern is the injection of spurious PCN marks
into the PCN-domain. However, these can only enter the domain if a
PCN-i ngress-node is msconfigured. The precise inpact of any such

m sconfiguration will depend on which of the proposed PCN-boundary-
node behaviours is used; however, in general, spurious marks wll
lead to admtting fewer flows into the domain or potentially
termnating too nmany flows. |In either case, good nmanagenment shoul d
be able to quickly spot the problemsince the overall utilisation of
the domain will rapidly fall

Concl usi ons

The 3-in-1 PCN encodi ng uses a PCN-conpatible DSCP and the ECN field
to encode PCN-marks. One codepoint allows non-PCN traffic to be
carried with the same PCN-conpati bl e DSCP and t hree ot her codepoints
support three PCN marking states with different |evels of severity.
In general, the use of this PCN encodi ng schene presupposes that any
tunnel endpoints within the PCN-domain conply with [ RFC6040].
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Appendi x A.  Choice of Suitable DSCPs
Thi s appendi x is informative not normative.

A single DSCP has not been defined for use with PCN for severa
reasons. Firstly, the PCN nechanismis applicable to a variety of
different traffic classes. Secondly, Standards Track DSCPs are in

i ncreasingly short supply. Thirdly, PCNis not a scheduling

behavi our -- rather, it should be seen as being a marking behavi our
simlar to ECN but intended for inelastic traffic. The choice of
whi ch DSCP is npost suitable for a given PCN-domain is dependent on
the nature of the traffic entering that domain and the |link rates of

all the links making up that domain. In PCN-dommins with sufficient
aggregation, the appropriate DSCPs would currently be those for the
Real - Ti me Treatnent Aggregate [RFC5127]. It is suggested that

admi ssion control could be used for the follow ng service cl asses
(defined in [ RFC4594] unl ess otherw se stated):

o Tel ephony (EF)

0o Real-tine interactive (CS4)

o Broadcast Video (CS3)

o Miltinedia Conferencing (AF4)

o the VO CE-ADM T codepoint defined in [ RFC5865].

CS5 is excluded fromthis list since PCNis not expected to be
applied to signalling traffic.

PCN-marking is intended to provide a scal abl e adni ssion-contro
mechanismfor traffic with a high degree of statistical nultiplexing.
PCN- mar ki ng woul d therefore be appropriate to apply to traffic in the
above cl asses, but only within a PCN-domain containing sufficiently
aggregated traffic. |In such cases, the above service cl asses nmay
well all be subject to a single forwarding treatnment (treatnent
aggregate [RFC5127]). However, this does not inply all such IP
traffic woul d necessarily be identified by one DSCP -- each service
class mght keep a distinct DSCP wi thin the highly aggregated region
[ RFC5127] .

CGui del i nes for conserving DSCPs by all ow ng non-adm ssion-control |l ed-

traffic to conpete with PCN-traffic are given in Appendix B.1 of
[ RFC5670] .
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Addi ti onal service classes may be defined for which adm ssion control
is appropriate, whether through sone future standards action or
through | ocal use by certain operators, e.g., the Miultinedia

Stream ng service class (AF3). This docunent does not preclude the
use of PCN in nore cases than those |isted above.

Not e: The above discussion is informative not nornative, as operators
are ultimately free to deci de whether to use admi ssion control for
certain service classes and whether to use PCN as their nechani sm of
choi ce.

Appendi x B. Coexi stence of ECN and PCN

This appendix is informative not normative. It collects together
material relevant to coexi stence of ECN and PCN, including that
spread throughout the body of this specification. |If this results in

any conflict or anbiguity, the normative text in the body of the
specification takes precedence.

ECN [ RFC3168] is an e2e congestion notification nechanism As such
it is possible that some traffic entering the PCN-donain nay al so be
ECN- capabl e. The PCN encodi ng described in this document reuses the
bits of the ECN field in the I P header. Consequently, this disables
ECN wi t hin the PCN- domain.

For the purposes of this appendix, we define two forns of traffic
that mght arrive at a PCN-ingress-node. These are admi ssion-
controlled traffic (PCN-traffic) and non-adm ssion-controlled traffic
(non-PCN-traffic).

Flow signalling identifies adm ssion-controlled traffic, by
associating a filter spec with the need for admission control (e.g.,
through RSVP or sone equival ent nessage, such as froma SIP server to
the ingress or froma logically centralised network control system.
The PCN-ingress-node re-nmarks adm ssion-controlled traffic matching
that filter spec to a PCN-conpatible DSCP. Note that the term"fl ow'
need not inply just one mcroflow but instead could match an
aggregat e and/ or coul d depend on the inconing DSCP (see Appendix A).

Al other traffic can be thought of as non-adm ssion-controlled (and
therefore outside the scope of PCN). However, such traffic may still
need to share the sane DSCP as the adm ssion-controlled traffic.
This may be due to policy (for instance, if it is high-priority voice
traffic), or may be because there is a shortage of |ocal DSCPs.

Unl ess specified otherwi se, for any of the cases in the list bel ow,

an | P-in-1P tunnel that complies with [ RFC6040] can be used to
preserve ECN narki ngs across the PCN-donain. The tunnelling action
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shoul d be applied wholly outside the PCN-donain as illustrated in
Figure 2. Then, by the rules of RFC 6040, the tunnel egress
propagates the ECN field fromthe inner header, because the PCN\

egress will have zeroed the outer ECN field.
PCN- dorrai n
| PCN | | PCN- | _

/ | ingress | | egress | \

| b e e e e e e - - 7 b e e e e - - - 7 |

| - - |
| Tunnel | | Tunnel
| Ingress | - - ECN preserved inside tunnel - - | Egress

Figure 2: Separation of Tunnelling and PCN Actions

There are three cases for how e2e ECN traffic may wish to be treated
whil e crossing a PCN dommai n:

a) Traffic that does not require PCN adm ssion control
For exanple, traffic that does not match flow signalling being
used for admission control. |In this case, the e2e ECN traffic is
not treated as PCN-traffic. There are two possible scenari os:

* Arriving traffic does not carry a PCN-conpati bl e DSCP: no
action required.

* Arriving traffic carries a DSCP that clashes with a PCN
conpati ble DSCP. There are two options:

1. The ingress nmaps the DSCP to a |local DSCP with the same
schedul ing PHB as the original DSCP, and the egress re-nmaps
it to the original PCN conpatible DSCP

2. The ingress tunnels the traffic, setting the DSCP in the
outer header to a local DSCP with the same scheduling PHB
as the original DSCP

3. The ingress tunnels the traffic, using the original DSCP in
the outer header but setting not-PCN in the outer header
note that this turns off ECN for this traffic within the
PCN- dommi n.

The first or second options are recommended unl ess the operator
is short of |ocal DSCPs.
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b) Traffic that requires adm ssion-control
In this case, the e2e ECN traffic is treated as PCN-traffic across
the PCN-domain. There are two options.

* The PCN-ingress-node places this traffic in a tunnel with a
PCN- conpati ble DSCP in the outer header. The PCN-egress zeroes
the ECN-field before decapsul ation

* The PCN-ingress-node drops CE-marked packets and ot herw se sets
the ECN-field to NM and sets the DSCP to a PCN conpati bl e DSCP
The PCN-egress zeroes the ECN field of all PCN packets; note
that this turns off e2e ECN

The second option is enphatically not recommended, unless perhaps
as a last resort if tunnelling is not possible for sone
i nsur nount abl e reason.

c) Traffic that requires PCN adm ssion control where the endpoints
ask to see PCN nmarks:
Note that this schene is currently only a tentative idea.

For real-time data generated by an adaptive codec, schenes have
been suggested where PCN marks may be | eaked out of the PCN- donain
so that end hosts can drop to a | ower data-rate, thus deferring
the need for admi ssion control. Currently, such schenmes require
further study and the following is for guidance only.

The PCN-ingress-node needs to tunnel the traffic as in Figure 2,
taking care to comply with [RFC6040]. 1In this case, the PCN
egress does not zero the ECN field (contrary to the recomendati on
in Section 5.3), so that the [ RFC6040] tunnel egress will preserve
any PCN-marking. Note that a PCN-interior-node may change the
ECN-field from’10" to '01' (NMto ThM, which would be
interpreted by the e2e ECN as a change from ECT(0) into ECT(1).
This woul d not be compatible with the (currently experinmental) ECN
nonce [ RFC3540].
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Appendi x C. Exanpl e Mappi ng bet ween Encoding of PCN-Marks in I[P and in
MPLS Shi m Headers

Thi s appendi x is informative not normative.

The 6 bits of the DS field in the |IP header provide for 64

codepoi nts. Wen encapsulating IP traffic in MPLS, it is useful to
make the DS field information accessible in the MPLS header

However, the MPLS shim header has only a 3-bit traffic class (TC
field [ RFC5462] providing for 8 codepoints. The operator has the
freedomto define a site-local mapping of the 64 codepoints of the DS
field onto the 8 codepoints in the TC field.

[ RFC5129] describes how ECN narkings in the I P header can al so be
mapped to codepoints in the MPLS TC field. Appendix A of [RFC5129]
gives an informative description of howto support PCN in MPLS by
extendi ng the way MPLS supports ECN. [RFC5129] was witten while PCN
specifications were in early draft stages. The follow ng provides a
cl earer exanpl e of a mapping between PCNin IP and in MPLS using the
PCN term nol ogy and concepts that have since been specified.

To support PCN in a MPLS donmain, a PCN-conpatible DSCP (' DSCP n')
needs codepoints to be provided in the TC field for all the PCN marks
used. That neans, when, for instance, only excess-traffic-marking is
used for PCN purposes, the operator needs to define a site-loca
mappi ng to two codepoints in the MPLS TC field for | P headers with:

o DSCP n and NM

o DSCP n and ETM

I f both excess-traffic-marking and threshol d-nmarki ng are used, the
operator needs to define a site-local mapping to codepoints in the
MPLS TC field for IP headers with all three of the 3-in-1 codepoints:
o0 DSCP n and NM

o DSCP n and ThM

o DSCP n and ETM

In either case, if the operator w shes to support the same D ffserv
PHB but wi thout PCN marking, it will also be necessary to define a
site-local mapping to an MPLS TC codepoint for |P headers nmarked

Wit h:

o DSCP n and not-PCN
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The above sets of codepoints are required for every PCN-conpatible
DSCP. Cearly, given so few TC codepoints are available, it may be
necessary to conpromni se by merging together some capabilities.

CGui del i nes for conserving TC codepoints by all owi ng non-adm ssi on-
controlled-traffic to conpete with PCN-traffic are given in Appendi x
B.1 of [RFC5670].

Appendi x D. Rationale for Difference between the Schenmes Usi ng One
PCN- Mar ki ng

Readers may notice a difference between the two behaviours in
Sections 5.2.3.1 and 5.2.3.2. Wth only Excess-traffic-marking
enabl ed, an unexpected ThM packet can be re-marked to ETM However,
with only Threshol d- narki ng, an unexpected ETM packet cannot be re-
marked to ThM

Thi s apparent inconsistency is deliberate. The behaviour with only
Thr eshol d- mar ki ng keeps to the rule of Section 5.2.1 that ETMis nore
severe and nust never be changed to ThM even though ETMis not a
valid marking in this case. Qherw se, inplenentations would have to
al | ow operators to configure an exception to this rule, which would
not be safe practice and would require different code in the data

pl ane conpared to the comon behavi our
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