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1. Introduction
1.1. Backgrounds

Streaming traffic is anong the | argest and fastest growing traffic on
the Internet [Cisco]. Peer-to-Peer (P2P) stream ng contributes
substantially to this growth. Wth the advantage of high scalability
and fault tol erance against a single point of failure, P2P stream ng
applications are able to distribute Iarge-scale, live, and vi deo-on-
demand (VoD) streaming programs to a |large audience with only a
handf ul of servers. Mre and nore providers are joining the P2P
stream ng ecosystem e.g., Content Distribution Networks (CDN)
providers started using P2P technologies to distribute their
stream ng content.

G ven the increasing integration of P2P streaming in the gl obal
content delivery infrastructure, there is a need for an open and
standard stream ng signaling protocol suite. Alnbst all existing
systens use proprietary protocols. Having nultiple proprietary
protocols that performsimlar functions results in repetitious

devel opnent efforts for new systens, and the lock-in effects lead to
substantial integration difficulties with other players (e.g., CDN).
For exanple, in the enhancement of existing caches and CDN systens to
support P2P streaning, proprietary protocols may increase the
conplexity of interactions with different P2P stream ng applicati ons.

In this docunent, we propose the devel opnment of an open, P2P
Stream ng Protocol, which is abbreviated as PPSP, to standardize
signaling operations in the P2P stream ng systemto solve the above-
nmenti oned probl ens.

1.2. Requirenents Language

The key words "MJST" and "MJST NOT" in this docunent are to be
interpreted as described in RFC 2119 [RFC2119] and indicate
requirenent levels for conpliant inplenmentations.

2. Term nol ogy and Concepts

CHUNK: A CHUNK is a basic unit of data organized in P2P stream ng for
storage, scheduling, advertisenent, and exchange anong peers [VoD .

A CHUNK size varies fromseveral KBs to several MBs in different
systens. |In the case of the MB size CHUNK scenari o, a sub- CHUNK
structure named piece is often defined to fit in a single transmtted
packet. A streami ng systemmy use different granularities for

di fferent usage, e.g., using CHUNKs during data exchange and using a
| arger unit such as a set of CHUNKs during advertisenent.
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CHUNK I D: The identifier of a CHUNK in a content stream

CLIENT: A CLIENT refers to a participant in a P2P stream ng system
that only receives streanming content. In some cases, a node not
havi ng enough computing and storage capabilities will act as a
CLIENT. Such a node can be viewed as a specific type of PEER

CONTENT DI STRI BUTI ON NETWORK (CDN): A CDN is a collection of nodes
that are deployed, in general, at the network edge, |ike Points of
Presence (POP) or Data Centers (DC), and store content provided by
the original content servers. Typically, CDN nodes serve content to
the users | ocated nearby topol ogically.

LI VE STREAM NG LIVE STREAM NG refers to a scenario where all the
audi ences receive stream ng content for the same ongoing event. It
is desired that the | ags between the play points of the audi ences and
stream ng source be small

P2P CACHE: A P2P CACHE refers to a network entity that caches P2P
traffic in the network and, either transparently or explicitly,
streans content to other PEERs.

PEER A PEER refers to a participant in a P2P stream ng systemt hat
not only receives stream ng content, but also caches and streans
stream ng content to other participants.

PEER LI ST: Alist of PEERs that are in the same SWARM nmai nt ai ned by
the TRACKER. A PEER can fetch the PEER LI ST of a SWARM from t he
TRACKER or from other PEERs in order to know whi ch PEERs have the
required streamng content.

PEER | D: The identifier of a PEER such that other PEERs, or the
TRACKER, can refer to the PEER by using its ID.

PEER- TO- PEER STREAM NG PROTOCOL (PPSP): PPSPs refer to the primary
signaling protocols anong various P2P strean ng system conponents,
i ncl udi ng the TRACKER and t he PEER

TRACKER: A TRACKER refers to a directory service that maintains a
list of PEERs participating in a specific audi o/video channel or in
the distribution of a streamng file. Al so, the TRACKER answers PEER
LI ST queries received from PEERs. The TRACKER is a | ogi cal conponent
that can be centralized or distributed.

VI DEO ON DEMAND (VoD): VIDEO ON DEMAND refers to a scenario in which

di fferent audi ences may watch different parts of the same recorded
stream ng with downl oaded content.
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3.

3.

3.

SWARM A SWARM refers to a group of PEERs that exchange data to
di stribute CHUNKs of the sane content (e.g., video/audio program
digital file, etc.) at a given tine.

SWARM I D: The identifier of a SWARM cont ai ni ng a group of PEERs
sharing a common streani ng content.

SUPER- NODE: A SUPER- NCDE is a special kind of PEER depl oyed by | SPs.
This kind of PEER is nore stable with higher conmputing, storage, and
bandwi dt h capabilities than nornal PEERs.

Pr obl em St at enent

The probl ens caused by proprietary protocols for P2P stream ng
applications are described in this section

Het er ogeneous P2P Traffic and P2P Cache Depl oynent

| SPs are faced with different P2P stream ng applications introducing
substantial traffic into their infrastructure, including their
backbone and their exchange/interconnection points. P2P caches are
used by 1SPs to locally store content and hence reduce the P2P
traffic. P2P caches usually operate at the chunk or file

granul arity.

However, unlike web traffic that is represented by HTTP requests and
responses and therefore allows any caching device to be served (as
long as it supports HITP), P2P traffic is originated by multiple P2P
applications that require the ISPs to deploy different type of caches
for the different types of P2P streans.

Thi s increases both engi neering and operational costs dramatically.
QS I ssue and CDN Depl oynent

When conpared to client/server stream ng, P2P streaming is often
criticized due to its poorer QS performance (e.g., longer startup
del ay, |onger seek delay, and channel switch delay). Hybrid CDN P2P
is a good approach to address this probl em [ CON-P2P] .

In order to formthe hybrid P2P+CDN architecture, the CDN nust be
aware of the specific P2P stream ng protocol in the coll aboration.
Simlar to what is described in Section 3.1, proprietary P2P
protocol s introduce conplexity and the depl oynent cost of CDN
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3.3. Extended Applicability in Mbile and Wrel ess Environnents

Mobi l e and wirel ess networks, which nake consi derabl e use of
stream ng service, are becom ng increasingly inportant in today’'s
Internet. 1t’s reported that the average volume of video traffic on
nobi |l e networks had risen up to 50%in the early part of 2012
[ByteMobbile]. There are multiple prior studies exploring P2P
streaming in nobile and wirel ess networks [ Mbil e-Stream ngl]

[ Mobi | e- St ream ng2] .

However, it’'s difficult to directly apply current P2P stream ng
protocol s (even assum ng we can reuse sone of the proprietary ones)
in mobile and wirel ess networks.

Foll owi ng are sone illustrative problens:

First, P2P stream ng assunmes a stable Internet connection in
downl i nk and uplink directions, with decent capacity and peers
that can run for hours. This isn't the typical setting for nobile
terminals. Usually, the connections are unstable and expensive in
ternms of energy consunption and transm ssion (especially in uplink
direction). To make nobile/w reless P2P streani ng feasible,
trackers may need nore information on peers |ike packet |oss rate,
peer battery status, and processing capability during peer

sel ection as conpared to fixed peers. Unfortunately, current
protocols don't convey this kind of information

Second, current practices often use a "bitmp" message in order to
exchange chunk availability. The message size is in kil obytes and
i s exchanged frequently, e.g., an interval of several seconds or
less. In a nmobile environnent with scarce bandwi dth, the nessage
size may need to be shortened, or it may require nore efficient

nmet hods for expressing and distributing chunk-availability
information, which is different fromwreline P2P streamn ng

Third, for resource-constrained peers, |like nobile handsets or
set-top boxes (STB), there are nultiple systens conpeting for
severely limted resources when using proprietary protocols. The
terminal has to install different streanming client software for
di fferent usages, e.g., some for novies and others for sports.
Each of these applications will conpete for the same set of
resources, even when one of the applications is running in
background node. PPSP can alleviate this problemw th the basic
i dea that the "one common client software with PPSP and different
scheduling plug-ins" is better than "different client software
running at the same tinme" in nenory and di sk consunption
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4. Tasks of PPSP. Standard Peer-to-Peer Stream ng Protocols

PPSP ainms to solve the probl ems nentioned above by standardizing
signaling protocols that support either live or VoD stream ng. PPSP

supports both centralized and distributed trackers. 1In distributed
trackers, the tracker functionality is distributed in decentralized
peers. In this section, the tracker is a logic conception that can

be inplenented in a dedicated tracker server or in peers.

The PPSP design includes a signaling protocol between trackers and
peers (the PPSP "tracker protocol”) and a signaling protocol anobng
the peers (the PPSP "peer protocol") as shown in Figure 1. The two
protocol s enable peers to receive streaning content within the tine
constraints.

o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e ee e aa o +
| |
| o m e e e e e oo o + |
| | Tr acker |

| T + |
| | n n |
| Tracker | | Tracker | Tracker

| Protocol | | Protocol | Prot ocol

| | | | |
| \Y | | |
| Fomm e + Peer - + |
| | Peer |<----------- >| Peer | |
| R + Pr ot ocol R +

| | ~ |
| | | Peer |
| | | Protocol |
| V| |
| Fommm e e aaaaa + |
| | Peer | |
| R + |
| |
| |
g +

Figure 1: PPSP System Architecture
The PPSP design, in general, needs to solve the foll ow ng chall enges:

1) When joining a swarm how does a peer know which peers it
shoul d contact for content?

2) After determning a set of peers, how does a peer make contact
with these peers? In which manner?
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3) How to choose peers with better service capabilities and how to
col l ect such information from peers?

4) How to inprove the efficiency of the comunication, e.g., which
conpact on-the-wire nessage format and suitabl e underlying
transport mechani sm (UDP or TCP)?

5) How to inmprove the robustness of the system using PPSP, e.g.
when the tracker fails? Howto nake the tracker protocol and the
peer protocol |oosely coupled?

4.1. Tasks and Design |Issues of the Tracker Protoco

The tracker protocol handles the initial and periodi c exchange of
nmeta-i nformati on between trackers and peers, such as a peer |ist and
content information.

Therefore, the tracker protocol is best nbdeled as a request/response
protocol between peers and trackers, and will carry information
needed for the selection of peers suitable for real-tinme/ VoD

stream ng.

Speci al tasks for the design of the tracker protocol are listed
below. This is a high-level task list. The detailed requirenents on
the design of the tracker protocol are explicated in Section 6.

1) How should a peer be globally identified? This is related to
the peer ID definition but irrelevant to howthe peer IDis
gener at ed.

2) Howto identify different peers, e.g., peers with public or
private | P addresses, peers behind or not behind NAT, peers with
| PV4 or | PV6 addresses, peers with different properties?

3) The tracker protocol mnust be light weight, since a tracker may
need to serve a |l arge nunber of peers. This is related to the
encodi ng i ssue (e.g., Binary based or Text based) and keep-alive
mechani sm

4) How can the tracker report an optimzed peer list to serve
particular content? This is related to the status statistic, with
whi ch the tracker can be aware of the peer status and content
st at us.

The PPSP tracker protocol will consider all these issues in the
design according to the requirenents fromboth the peer and tracker
perspectives and will also take into consideration depl oynent and
operation perspectives.
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4.2. Tasks and Design |Issues of the Peer Protoco

The peer protocol controls the advertising and exchange of content
bet ween t he peers.

Therefore, the peer protocol is nodeled as a gossip-like protoco
wi t h periodi c exchanges of nei ghbor and chunk-availability
i nfornmation.

Speci al tasks for the design of the peer protocol are |listed bel ow
This is a high-level task-list. The detailed requirenents on the
desi gn of the peer protocol are explicated in Section 6.

1) Howis certain content globally identified and verified? Since
the content can be retrieved fromeverywhere, how to ensure the
exchanged content between the peers is authentic?

2) Howto identify the chunk availability in certain content?
This is related to the chunk-addressi ng and chunk-state

mai nt enance. Considering the |arge amount of chunks in certain
content, |ight-weight expression is necessary.

3) How to ensure the peer protocol efficiency? As we nentioned in
Section 3, the chunk availability informati on exchange is quite
frequent. How to balance the informati on exchange size and anount
is a big challenge.

The PPSP peer protocol wll consider all the above issues in the
design according to the requirements fromthe peer perspective.

5. Use Cases of PPSP

This section is not a to-do list for the W5 it provides details on
how PPSP coul d be used in practice.

5.1. Worldw de Provision of Live/VoD Stream ng

The content provider can increase |live stream ng coverage by
i ntroduci ng PPSP between different providers. This is quite simlar
to the case described in CDNI [RFC6707] [RFC6770].

Let us assunme a scenario in which there is only provider A (e.g., in
China) providing live stream ng service in provider B's (e.g., in the
USA) and Cs (e.g., in Europe) coverage. Wthout PPSP, when a user
(e.g., a Chinese American) in the USA requests the programto the
tracker (which is located in A's coverage), the tracker may generally
return a peer list to the user including nost of the peers in China,
because generally nbst users are in China and there are only few
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users in the USA. This may affect the user experience. But, if we
can use the PPSP tracker protocol to involve B and Cin the
cooperative provision, as shown in Figure 2, even when the streamn ng
does no attract many users in the USA and Europe, the tracker in A
can optimally return a peer list to the user including B s and Cs
Super - Nodes (SN for short) to provide a better user performance.
Furthernore, B's User2 and C s User3 can exchange data (avail ability)
with these | ocal SNs using the peer protocol

o m m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e m e mem e +
| |
| o e e e e e oo oo - + |
| e > A's Tracker |<---------- + |
| | R REREEEEEEEEEE, + | |
| Tracker | A A |

| Pr ot ocol | Tracker | | Tracker | Tracker |
| | Pr ot ocol | | Prot ocol | Pr ot ocol

| | | | | |
| | | | | |
| % % % %

| S R + Peer +o--m - - + +o--m - - + S R +

| | Bs |<------- > B's | | Cs | | Cs | |
| | SN1 |Protocol | SN2 | | SN1 | | SN2 | |
| S R, + S R, + S R, + S R, + |
| N N N N |
| || | | |
| | | Peer Protocol Peer Protocol| | |
| Peer I + R LT + | Peer |
| Protocol | | | | Pr ot ocol
| | | | | |
| | | | | |
| | | | | |
| % % % %

| +o----- + Peer +o----- + R + Peer R +

| | As |<----- >| Bs | |As | <------ > |Cs ]
| | Userl| Protocol | User?2| | Userl | Protocol | User3 |

| S e + S e + S + S +

| |
T +

Figure 2: Cooperative Vendors Interaction
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5.2. Enabling CDN for P2P VoD Stream ng

Figure 3 shows an exanpl e of enabling CDN to support P2P VoD
streaming fromdifferent content providers by introduci ng PPSP inside
CDN overlays. It is simlar to Figure 2, except that the
internediate SNs are replaced by 3rd party CDN surrogates. The CDN
nodes talk with the different streamnming systens (including trackers
and peers) using the same PPSP protocols.

o m m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e m e mem e +
| |
| S + R + |
| +--- - > A's Tracker | | B's Tracker |<---+ |
| | B - + e + | |
| Tracker | noA A A |

| Pr ot ocol | Tracker| | Tracker | | Tracker | Tracker

| | Protocol | |Protocol | | Prot ocol | Protocol |
| | || | | | |
| | || | | | |
| % v | | % %

| +oo oo + Peer +o--- - +| | +------ +Internal +------ +

| | CDN |<------ > CDN || | | CDN |<----- > | CDN |

| | Nodel| Protocol| Node2?|| | | Node3| Protocol| Node4|

| S R, + S R, +| | S R, + S R, + |
| ASEEAN | | AN AN |
| || | | | | |
| | | Peer Protocol | | HTTP | |

| Peer I + | | +------ + | Peer |
| Protocol | | | | | Protocol | Pr ot ocol

| | | +-+ || | |
| | || || | |
| | || || | |
| % vV Vv vV Vv %

| +o----- + Peer +o----- + R + Peer R +

| | As |<----- >| As | |Bs | <------ > |B's ]
| | Userl| Protocol | User?2| | User3 | Protocol | User4 |

| S e + S e + S + S + |
| |
T +

Figure 3: CDN Supporting P2P Stream ng

Furthernore, the interaction between the CDN nodes can be executed by
ei ther existing (maybe proprietary) protocols or the PPSP peer
protocol. The peer protocol is useful for building new CDN systens
(e.g., operator CDN) that support streaming at a | ow cost.
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Note that for compatibility reasons, both HTTP and P2P streani ng can
be supported by CDN fromthe users’ perspective.

5.3. Cross-Screen Stream ng

In this scenario, PC, STB/TV, and nobile terminals fromboth fixed
and nobil e/wi rel ess networks share the stream ng content. Wth PPSP,
peers can identify the types of access networks, average |oad, and
peer abilities and get to know what content other peers have even in
di fferent networks (potentially with the conversion of the content
avail ability expression in different networks) as shown in Figure 4.

e e . +
| |
| Tracker Protocol +--------- + Tracker Protocol

| R L > | Tracker |[<------------------ +

| | oo + | |
| | A | |
| | | | |
| | | | |
| \Y | \Y |
| [ + | B RS + |
| | STB | Tracker Protocol | Mobi | e Phone|

| [ + | Fom e oo - + |
| n | n |
| | | | |
| | | | |
| | \Y | |
| | Peer Protocol +--------- + Peer Protocol | |
| R > | PC [ <--mmmmmm i +

| Hoomoooo + |
| |
T e N . +

Figure 4: Heterogeneous P2P Stream ng with PPSP

Such information will play an inportant role in selecting suitable
peers, e.g., a PCor STBis nore likely to provide stable content,
and a nobile peer within a high-load cell is unlikely to be sel ected,
which may lead to a higher | oad on the base station.
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5.4. Cache Service Supporting P2P Stream ng

In Figure 5, when peers request the P2P stream ng data, the cache
nodes intercept the requests and ask for the frequently visited
content (or part of) on behalf of the peers. To do this, it asks the
tracker for the peer list and the tracker replies with external peers
in the peer list. After the cache nodes exchange data with these
peers, it can also act as a peer and report what it caches to the
tracker and serve inside requesting peers afterward. This operation
greatly decreases the inter-network traffic in many conditions and
enhances the user experience.

Tracker Protocol +--------- +

Tracker Protoco

|

|

|

||

||

||

||

||

||

|| SRR [ -mmmm e |
|| | \Y |
|| | SRR + |
| | - | ---> ] Cache R + |
|1 | . + Tracker/ Peer |

| | | Peer | Pr ot ocol | |
| | | Protocol | |

|| | | | |
| | | |
| VvV V | \Y |
I + | | SP Domai n R +

| | External | | | I nsi de |

| | Peer | | | Peer |
|  +--eee- - + | S +
oy gy +

Figure 5: Cache Service Supporting Streamng with PPSP

The cache nodes do not need to update their library when new
applications supporting PPSP are introduced, which reduces the cost.
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5.5. Proxy Service Supporting P2P Stream ng
5.5.1. Hone Networking Scenario
For applications where the peer is not colocated with the Media

Pl ayer in the same device (e.g., the peer is located in a Hone Mdia
Gateway), we can use a PPSP Proxy, as shown in Figure 6.

Tracker Protocol +-------- +

|

|

|

||

||

||

||

||

|| Hoemeo o [ -mmm e |
|| | \Y |
|| | Homo-o o + |
| | +---------- |--->] PPSP SRR TR +

| | | Proxy | DLNA | |
| | | Peer | R + Pr ot ocol |

| | | Protocol| |

| | | |
| V V | \Y |
I + | Horme Domai n R +

| | External | | | DLNA Pres. | |
| | Peer | | | Devi ces | |
| o m e e oo - + | o m e e oo - + |
U a i u U +

Figure 6: Proxy Service Supporting P2P Stream ng

As shown in Figure 6, the PPSP Proxy termi nates both the tracker and
peer protocol, allowing the | egacy presentation devices to access P2P
streaming content. In Figure 6, the Digital Living Network Alliance
(DLNA) protocol [DLNA] is used in order to comunicate with the
presentation devices, thanks to its w de deploynent. Cbviously,

ot her protocols can al so be used.

5.5.2. Browser-Based HTTP Stream ng

P2P Pl ug-ins are often used in browser-based environnents to stream
content. Wth P2P plug-ins, HITP streami ng can be turned into P2P
streaming. Fromthe browser (and hence the user) perspective, it’s
just HITP-based stream ng, but the PPSP-capable plug-in can actually
accel erate the process by | everaging streans frommultiple sources/
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peers [P2PYoutube]. 1In this case, the plug-ins behave just like the
pr oxy.

6. Requirements of PPSP

Thi s section enunerates the requirenents that should be considered
when desi gni ng PPSP

6.1. Basic Requirenents
PPSP. REQ- 1: Each peer MJST have a unique ID (i.e., peer ID).
It’s a basic requirenent for a peer to be uniquely identified in a
P2P stream ng system so that other peers or trackers can refer to

the peer by ID

Note that a peer can join nultiple swarns with a unique ID or
change swarm wi t hout changing its ID.

PPSP. REQ 2: The streani ng content MJST be uniquely identified by a
swarm | D

A swarmrefers to a group of peers sharing the sanme stream ng
content. A swarmID uniquely identifies a swarm The swarmID
can be used in two cases: 1) a peer requests the tracker for the
peer list indexed by a swarmID; 2) a peer tells the tracker about
the swarnms it belongs to.

PPSP. REQ- 3: The stream ng content MJST be partitioned into chunks.

PPSP. REQ 4: Each chunk MUST have a unique ID (i.e., chunk ID) in the
swar m

Each chunk must have a unique IDin the swarmso that the peer can
under st and whi ch chunks are stored in which peers and which chunks
are requested by other peers.

6.2. (Operational and Managenent Requirenents

This section lists some operational and nanagenment requirenents based
on the checklist presented in Appendix A of [RFC5706].
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6.2.1. Qperational Considerations
PPSP. OAM REQ-1: PPSP MUST be sufficiently configurable

According to basic requirenents, when setting up PPSP, a content
provi der should generate chunk I1Ds and a swarm ID for each stream
of content. An original content server and tracker are configured
and set up. The content provider should then publish this
information, typically by creating web |inks.

The configuration should allow the proxy-based and end-client
scenari os.

PPSP. OAM REQ 2: PPSP MJST i npl enent a set of configuration paraneters
with default val ues.

PPSP. OAM REQ 3: PPSP MUST support di agnostic operations.

Mechani sns nmust be supported by PPSP to verify correct operation
The PPSP tracker should collect the status of the peers including
the peer’s activity, whether it obtained chunks in tine, etc.
Such information can be used to nonitor the streani ng behavior of
PPSP.

PPSP. OAM REQ 4: PPSP MJUST facilitate achieving quality acceptable to
the stream ng application

There are basic quality requirenments for stream ng systens. The
setup time to receive a new stream ng channel or to switch between

channel s shoul d be reasonably small. End-to-end del ay, which
consists of the time between content generation (e.g., a canera)
and content consunption (e.g., a nonitor), will beconme critical in

case of live streaming, especially in provisioning of sporting
events where an end-to-end delay of 1 minute or nore are not
accept abl e.

For instance, the tracker and peer protocol can carry quality
rel ated paranmeters (e.g., video quality and del ay requirenents)
together with the priorities of these paraneters, in addition to
the measured QoS situation (e.g., performance, avail able uplink
bandw dt h) of content providing peers.

PPSP i npl enent ati ons nmay use techni ques such as scal abl e stream ng
to handl e bandw dth shortages w thout disrupting playback
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6.2.2. Managenent Consi derations

PPSP. OAM REQ 5: When nmanagenent objectives need to be supported in
i mpl enent ati ons, PPSP MJST support renpte management using a standard
interface, as well as a basic set of managenent information

Due to |l arge-scal e peer networks, PPSP tracker service or seeders
should renotely collect information from peers and expose the
information via a standard interface for nanagenent purposes.
Peer information can be collected via a PPSP tracker protocol or
peer protocol.

The m ni mum set of nanagenent objects should include swarm

i nformation such as content characteristics and rate limts;
tracking i nformati on such as swarmlist and | og events; and peer
i nformati on such as peer activity, chunk statistics, and | og
event.

PPSP. OAM REQ 6: PPSP MUST support fault nonitoring including peer and
server health, as well as the stream ng behavi or of peers.

Peer and server health will at |east include node activity and
connectivity, especially for peers behind NAT. As nentioned in
PPSP. OAM REQ 4, stream ng behavior of the peer can be |earned from
chunk distribution information.

PPSP. OAM REQ 7: PPSP MUST support configuration managenent to define
the configuration paraneters.

A set of configurable paraneters related to chunk generation in
the PPSP setup stage can be defined by content providers via a
managenment interface to content servers.

PPSP. OAM REQ 8: PPSP MUST support performance managenent with respect
to stream ng performance based on chunk distribution statistics,
network | oad, and tracker and peer nonitoring.

PPSP. OAM REQ 9: PPSP MUST support security managenent. See Section 7
of this docunent.

6.3. PPSP Tracker Protocol Requirenents
PPSP. TP. REQ 1: The tracker protocol MJST allow the peer to solicit a
peer list in a swarm generated and possibly tailored by the tracker

in a query and response manner

The tracker request message mmy include the requesting peer’s
preference paraneter (e.g., preferred nunber of peers in the peer
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list) or preferred downl oadi ng bandwi dth. The tracker will then
be able to select an appropriate set of peers for the requesting
peer according to the preference.

The tracker may al so generate the peer list with the help of
traffic optimzation services, e.g., Application-Layer Traffic
Optim zation [ALTQ .

PPSP. TP. REQ- 2: The tracker protocol MJST report the peer’s activity
in the swarmto the tracker.

PPSP. TP. REQ- 3: The tracker protocol MJST take the frequency of
nessage exchange and efficient bandw dth use into consideration when
comuni cating chunk availability infornmation

For exanple, the chunk availability information between peer and
tracker can be presented in a conpact method, e.g., to express a
sequence of continuous "1" nore efficiently.

PPSP. TP. REQ- 4: The tracker protocol MJST have a provision for the
tracker to authenticate the peer

This ensures that only the authenticated users can access the
original content in the P2P stream ng system

6.4. PPSP Peer Protocol Requirenents

PPSP. PP. REQ- 1: The peer protocol MJIST allow the peer to solicit the
chunk information fromother peers in a query and response nanner

PPSP. PP. REQ- 2: The chunk information exchanged between a pair of
peers MJST NOT be passed to other peers, unless the chunk information
is validated (e.g., preventing hearsay and DoS attacks).

PPSP. PP. REQ- 3: The peer protocol MJIST allow the peer to solicit an
additional list of peers to that received fromthe tracker

It is possible that a peer may need additional peers for certain

streamng content. Therefore, the peer is allowed to conmunicate
with other peers in the current peer list to obtain an additiona

list of peers in the sane swarm

PPSP. PP. REQ- 4: Wen used for soliciting an additional |ist of peers,
the peer protocol MJIST contain swarm nenbership i nformati on of the
peers that have explicitly indicated they are part of the swarm
which is verifiable by the receiver.
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PPSP. PP. REQ- 5: The additional l|ist of peers MJUST only contain peers
that have been checked to be valid and online recently (e.g.
preventi ng hearsay and DoS attacks).

PPSP. PP. REQ- 6: The peer protocol MJIST report the peer’s chunk
avai lability update

Due to the dynam ¢ change of the buffered streanmi ng content in
each peer and the frequent join/leave of peers in the swarm the
stream ng content availability anong a peer’s neighbors (i.e., the
peers known to a peer by getting the peer list fromeither the
tracker or peers) always changes, and thus requires being updated
on time. This update should be done at |east on demand. For
exanpl e, when a peer requires finding nore peers with certain
chunks, it sends a nmessage to some other peers in the swarmfor a
stream ng content availability update. Alternatively, each peer
in the swarmcan advertise its stream ng content availability to
sone other peers periodically. However, the detail ed mechani sns
for this update, such as how far to spread the update nessage, how
often to send this update nessage, etc., should be left to the

al gorithms, rather than protocol concerns.

PPSP. PP. REQ- 7: The peer protocol MJIST take the frequency of nessage
exchange and efficient bandwi dth use into considerati on when
conmuni cati ng chunk information.

For exanple, the chunk availability information between peers can
be presented in a conpact nethod.

PPSP. PP. REQ- 8: The peer protocol MJST exchange additiona
i nformation, e.g., status about the peers.

This information can be, for instance, information about the
access link or information about whether a peer is running on
battery or is connected to a power supply. Wth such informtion
a peer can select nore appropriate peers for stream ng

7. Security Considerations

Thi s docunent di scusses the probl em statement and requirenments around
P2P stream ng protocols w thout specifying the protocols. However,
we believe it is inportant for the reader to understand areas of
security introduced by the P2P nature of the proposed solution. The
main issue is the usage of untrusted entities (peers) for service
provi sioning. For exanple, malicious peers/trackers may:

o Oiginate DoS attacks to the trackers by sending a | arge nunber of
requests with the tracker protocol
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o Oiginate fake informati on on behal f of other peers;
o Oiginate fake informati on about chunk availability;
o Oiginate fake reply nessages on behal f of the tracker
o Leak private information about other peers or trackers.

We |ist some inportant security requirenents for PPSP protocols
bel ow.

PPSP. SEC. REQ 1: PPSP MJUST support closed swarns, where the peers are
aut henticated or in a private network.

This ensures that only the trusted peers can access the origina
content in the P2P stream ng system This can be achi eved by
security nechani sns such as peer authentication and/or key
managenent schenes.

Anot her aspect is that confidentiality of the stream ng content in
PPSP needs to be supported. 1In order to achieve this, PPSP shoul d
provi de nechani sns to encrypt the data exchange anong the peers.

PPSP. SEC. REQ 2: Integrity of the stream ng content in PPSP MUST be
supported to provide a peer with the possibility of identifying
unaut hentic content (undesirable nodifications by other entities
rather than its genuine source).

In a P2P live stream ng system a polluter can introduce corrupted
chunks. Each receiver integrates into its playback streamthe
pol I uted chunks it receives fromits neighbors. Since the peers
forward chunks to other peers, the polluted content can
potentially spread through the P2P streani ng network.

The PPSP protocol specifications will docurment the expected

threats (and how they will be mitigated by each protocol) and al so
consi derations on threats and mtigations when conbining both
protocols in an application. This will include privacy of the

users and protection of the content distribution
PPSP. SEC. REQ 3: The security nmechanisnms in PPSP, such as key

managenent and checksum di stribution, MJST scale well in P2P
stream ng systens.
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