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1.

1.

| ntroducti on

RFC 6310 [ RFC6310] specifies the mapping and notification of defect
states between a pseudowire (PW and the Attachment Circuit (AC) of
the end-to-end enul ated service. It standardizes the behavior of
Provi der Edges (PEs) with respect to PWand AC defects for a nunber
of technol ogies (e.g., Asynchronous Transfer Mde (ATM and Frane
Relay (FR)) emul ated over PW in MPLS and MPLS/I P Packet Switched
Net wor ks (PSNs). However, [RFC6310] does not describe this function
for the Ethernet PWservice owing to its unique characteristics.

Thi s docunent specifies the mapping of defect states between ACs and
associ ated Ethernet PW connected in accordance with the PWE3
architecture [ RFC3985] to realize an end-to-end emul at ed Et hernet
service. This docunent augnents the mappi ng of defect states between
a PWand associated AC of the end-to-end emul ated service in

[ RFC6310]. Simlar to [ RFC6310], the intent of this docunent is to
standardi ze the behavior of PEs with respect to failures on Ethernet
ACs and PWs, so that there is no anbiguity about the al arns generated
and consequent actions undertaken by PES in response to specific
failure conditions.

Speci fication of Requirements

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

Overvi ew

There are a nunber of Operations, Administration, and Mi ntenance
(OAM technol ogi es defined for Ethernet, providing various
functionalities. This docunent covers the foll owi ng Ethernet QAM
mechani sns and their interworking with PW OAM rmechani sis:

- Ethernet Link OAM [802. 3]

-  Ethernet Local Managenent Interface (E-LM) [ MEF16]

- FEthernet Continuity Check (CC) [CFM [V.1731]

- FEthernet AlarmIndication Signaling (A'S) and Renote Defect
Indication (RD) [Y.1731]

Et hernet Link OAM [802.3] allows sone |link defect states to be
detected and conmmuni cated across an Ethernet |ink. Wen an Ethernet
AC is an Ethernet physical port, there nmay be sonme application of

Et hernet Link OAM [802.3]. Further, E-LM [MEF16] also allows for
some Ethernet Virtual Circuit (EVC) defect states to be conmuni cated
across an Ethernet User Network Interface (UNI) where Ethernet UN
constitutes a single-hop Ethernet link (i.e., wthout any bridges
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conpliant with I EEE 802.1Q . 1lad in between). There nmay be sone
application of E-LM [MEF16] for failure notification across single-
hop Ethernet ACs in certain deploynents that specifically do not
support | EEE Connectivity Fault Managenent [CFM and/or ITU-T Y.1731
[Y.1731], sinmply referred to as CFM and Y. 1731, respectively, in this
docunent. Mechani snms based on Y. 1731 and CFM are applicable in all
types of Ethernet ACs. FEthernet Link OAM and E-LM are optional, and
their applicability is called out, where applicable.

Native service (NS) OAM may be transported transparently over the
corresponding PWas user data. This is referred to as the "single
emul ated OAM | oop node" per [RFC6310]. For Ethernet, as an exanpl e,
CFM continuity check nessages (CCMs) between two Maintenance Entity
Group End Points (MEPs) can be transported transparently as user data
over the corresponding PW At MEP | ocations, service failure is

det ected when CCMs are not received over an interval that is 3.5
times the local CCMtransmission interval. This is one of the
failure conditions detected via continuity check. MEP peers can

exi st between custonmer edge (CE) endpoints (MEPs of a given

Mai nt enance Entity Group (MEG reside on the CEs), between PE pairs
(the MEPs of a given MEG reside on the PEs), or between the CE and PE
(the MEPs of a given MEG reside on the PE and CE), as long as the MEG
| evel nesting rules are maintained. It should be noted that Ethernet
allows the definition of up to 8 MEG |l evel s, each conpri sed of MEPs
(Down MEPs and Up MEPs) and Mai ntenance Entity Group Internediate
Points (MPs). These |levels can be nested or touching. MEPs and

M Ps generate and process nessages in the sane MEG level. Thus, in
this document, when we refer to nessages sent by a MEP or a MP to a
peer MEP or M P, these MEPs and MPs are in the sanme MEG | evel .

When i nterworking two networking domai ns, such as native Ethernet and
PW to provide an end-to-end enul ated service, there is a need to
identify the failure domain and | ocati on even when a PE supports both
the NS OAM nechani sns and the PW OAM nechani sns. I n addition,

scal ability constraints may not allow runni ng proactive nonitoring,
such as CCOMs with transm ssion enabled, at a PE to detect the failure
of an EVC across the PWdonmain. Thus, network-driven al arns
generated upon failure detection in the NS or PWdonain and their
mappi ngs to the other dommin are needed. There are al so cases where
a PE MAY not be able to process NS OAM nmessages received on the PW
even when such nessages are defined, as in the case of Ethernet,
necessitating the need for fault notification nmessage mappi ng between
the PWdonmain and the NS donain.
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For Multi-Segnent PW (Ms-PW) [ RFC5659], Switching PEs (S-PEs) are
not aware of the NS. Thus, failure detection and notification at
S-PEs will be based on PW QOAM nechani sns. Mappi ng bet ween PW OAM and
NS OAMwi Il be required at the Terminating PEs (T-PES) to propagate
the failure notification to the EVC end points.

2.1. Reference Mddel and Defect Locations

Figure 1 was used in [RFC6310]; it is reproduced in this docunent as
a reference to highlight defect |ocations.

ACs PSN t unnel ACs
+----+ +----+

- -+ | PE]_l ::::::::::::::::::l PE2| - -+
I |---(a)---(b)..(c)...... PW..(d)..(e)..(f)---(9)---]| I
| CEl]  (N1) | I I (N2) | Ce2 |
| [---------- [ oo PW............. [---------- | |
Fom -+ | | ::::::::::::::::::l | Fom -+

N +--- -+ F- - -+ N

| Provi der Edge 1 Provi der Edge 2 |

I I

| <-----emmm- - Emul ated Service ---------------- >
Cust oner Cust oner
Edge 1 Edge 2

Figure 1: PWE3 Network Defect Locations
2.2. Abstract Defect States

Abstract defect states are also introduced in [RFC6310]. As shown in
Figure 2, this docunent uses the sane conventions as [RFC6310]. It
may be noted, however, that CE devices, shown in Figure 2, do not
necessarily have to be end customer devices. These are essentially
devices in client network segments that are connecting to the Packet
Swi tched Network (PSN) for the emul ated services.

----AC receive ----- >| | ----- PWtransmit---->
CEl | PE1 | PE2/ CE2
<---ACtransmt------ | | <----PWreceive-----
(arrows indicate direction of user traffic inpacted by a defect)

Figure 2: Transmit and Receive Defect States and Notifications
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The procedures outlined in this docunent define the entry and exit
criteria for each of the four defect states with respect to Ethernet
ACs and correspondi ng PWs; this docunent also defines the consequent
actions that PE1 MUST support to properly interwork these defect
states and correspondi ng notification nmessages between the PWdomain
and the native service (NS) domain. Receive defect state SHOULD have
precedence over transnit defect state in terns of handling, when both
transmt and receive defect states are identified sinmultaneously.

Following is a sutmmary of the defect states fromthe vi ewpoi nt of PEL
in Figure 2:

- A PWreceive defect at PELl inpacts PE1l's ability to receive
traffic on the PW Entry and exit criteria for the PWreceive
defect state are described in Section 4.4.1.

- A PWtransmt defect at PE1l inpacts PEl's ability to send user
traffic toward CE2. PE1 MAY be notified of a PWtransmt defect
via a Reverse Defect Indication from PE2, which could point to
probl ens associated with PE2's inability to receive traffic on the
PWor PE2's inability to transnit traffic on its local AC. Entry
and exit criteria for the PWtransnmt defect state are descri bed
in Section 4.4.2.

- An AC receive defect at PE1l inpacts PEl's ability to receive user
traffic fromthe client domain attached to PEL via that AC. Entry
and exit criteria for the AC receive defect state are described in
Section 5.1.

- An ACtransmt defect at PEl inpacts PEl's ability to send user

traffic on the local AC. Entry and exit criteria for the AC
transmt defect state are described in Section 5. 2.
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3. Abbreviations and Term nol ogy

3.1. Abbreviations

AC
Al'S
BFD

VEG
VEP
M P
MPLS

Attachnment Circuit

Al arm | ndi cation Signal

Bi di rectional Forwardi ng Detection
Continuity Check

Continuity Check Message

Cust oner Edge

Connectivity Verification

Et hernet Local Managenent Interface
Et hernet Virtual Circuit

Label Distribution Protocol

Loss of Signal

Mai nt enance Associ ation

Mai nt enance Domai n

Mai nt enance Entity

Mai nt enance Entity G oup

MEG End Poi nt

MEG | nt er medi at e Poi nt

Mul ti protocol Label Swi tching

M5- PW Mul ti - Segnent Pseudowi re

NS
OAM
PE
PSN
PW
RDI
RDI

S PE
T-PE
TLV

YooY,

Nati ve Service

Qperations, Adm nistration, and Mi ntenance

Provi der Edge

Packet Switched Network

Pseudowi r e

Renot e Defect |ndication when used in the context of CCM
Reverse Defect Indication when used to semantically refer to
defect indication in the reverse direction

Swi t chi ng Provi der Edge

Term nating Provi der Edge

Type-Lengt h Val ue

Virtual Grcuit Connectivity Verification

3.2. Term nol ogy

Thi s docunent uses the following terms with correspondi ng
definitions:

- MEG Level: identifies a value in the range of 0-7 associated with
an Ethernet OAM frame. MEG | evel identifies the span of the
Et hernet OAM frane.

- MEG End Point (MEP): is responsible for origination and
term nation of OAM frames for a given MEG
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- MEG Internediate Point (MP): is |ocated between peer MEPs and can
process OAM franes but does not initiate them

- MPLS PSN: a PSN that makes use of MPLS Label - Swi tched Pat hs
[ RFC3031] as the tunneling technol ogy to forward PW packets.

- MPLS/IP PSN. a PSN that makes use of MPLS-in-IP tunneling
[ RFC4023] to tunnel MPLS-1abel ed PW packets over |P tunnels.

Further, this docunent al so uses the term nol ogy and conventi ons used
in [ RFC6310] .

4. PWStatus and Defects

[ RFC6310] introduces a range of defects that inmpact PWstatus. All
these defect conditions are applicable for Ethernet PW.

Simlarly, there are different nmechani sns described in [RFC6310] to
det ect PWdefects, depending on the PSN type (e.g., MPLS PSN or
MPLS/ I P PSN). Any of these nechanisns can be used when nonitoring
the state of Ethernet PW. [RFC6310] al so di scusses the
applicability of these failure detection nechanisns.

4.1. Use of Native Service (NS) Notification

When two PEs terminate an Ethernet PWw th associ ated MEPs, each PE
can use native service (NS) OAM capabilities for failure
notifications by transmitting appropriate NS OAM nessages over the
corresponding PWto the rembte PE. Options include:

- Sending of AIS franes fromthe local MEP to the MEP on the renote
PE when the MEP needs to convey PE receive defects and when CCM
transm ssion is disabl ed.

- Suspending transm ssion of CCM frames fromthe |ocal MEP to the
peer MEP on the renpbte PE to convey PE receive defects when CCM
transm ssion is enabl ed.

- Setting the RDI bit in transmtted CCM frames when | oss of CCMs
fromthe peer MEP is detected or when the PE needs to convey PW
reverse defects.

Simlarly, when the defect conditions are cleared, a PE can take one
of the followi ng actions, depending on the nechani smthat was used
for failure notification, to clear the defect state on the peer PE

- Stopping AIS frame transm ssion fromthe | ocal MEP to the MEP on
the remote PE to clear PWreceive defects.
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- Resuning transm ssion of CCM franes fromthe |ocal MEP to the peer
MEP on the renbte PE to clear PWforward defect notification when
CCM transm ssion i s enabl ed.

- Cearing the RDI bit in transmtted CCMfranes to clear PW
transmt defect notification when CCM transm ssion i s enabl ed.

4.2. Use of PWStatus Notification for MPLS PSNs

RFC 4447 [ RFC4447] specifies that for PW that have been set up using
the Label Distribution Protocol (LDP), the default mechanismto

signal status and defects for ACs and PW is the LDP status
notification nessage. For PW established over an MPLS or MPLS/IP
PSN usi ng other mechanisns (e.g., static configuration), in-band
signal i ng usi ng VCCV-BFD [ RFC5885] SHOULD be used to convey AC and PW
status and defects. Alternatively, the nechani sns defined in

[ RFC6478] MAY be used.

[ RFC6310] identifies the followi ng PWdefect status code points:

- Forward defect: corresponds to a logical OR of Local Attachnent
Crcuit (ingress) Receive Fault, Local PSN-facing PW(egress)
Transmt Fault, and Pseudow re Not Forwarding fault.

- Reverse defect: corresponds to a |logical OR of Local Attachnent
Circuit (egress) Transmt Fault and Local PSN-facing PW (ingress)
Recei ve Fault.

There are al so scenarios where a PE carries out PWI abel w thdrawal
instead of PWstatus notification. These include adm nistrative

di sabl enent of the PWor |oss of the Target LDP session with the peer
PE.

4.3. Use of BFD Diagnostic Codes

When using VCCV, the control channel type and Connectivity
Verification (CV) type are agreed on between the peer PEs using the
VCCV paraneter field signaled as a sub-TLV of the interface
paranmeters TLV when using FEC 129 and the interface paranmeter sub-TLV
when using FEC 128 [ RFC5085].

As defined in [ RFC6310], when a CV type of 0x04 or 0x10 is used to
indicate that BFD is used for PWfault detection only, PWdefect is
detected via the BFD session while other defects, such as AC def ect
or PE internal defects preventing it fromforwarding traffic, are
conmuni cated via an LDP status notification nessage in MPLS and
MPLS/ I P PSNs or other mechanisnms in L2TP/ I P PSNs.
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Simlarly, when a CV type of 0x08 or 0x20 is used to indicate that
BFD is used for both PWfault detection and AC/PWfault notification,
all defects are signaled via BFD.

4.4. PWDefect States Entry and Exit Criteria
4.4.1. PWReceive Defect State Entry and Exit

As described in Section 6.2.1 of [RFC6310], PEl will enter the PW
recei ve defect state if one or nore of the follow ng occur:

- It receives a Forward Defect Indication (FDI) from PE2 either
i ndicating a receive defect on the renote AC or indicating that
PE2 detected or was notified of a downstream PWfault.

- It detects loss of connectivity on the PSN tunnel upstream of PEL,
which affects the traffic it receives from PE2.

- It detects a loss of PWconnectivity through VCCV-BFD, VCCV-Ping,
or NS OAM nechani snms (i.e., CC) when enabled, which affects the
traffic it receives from PE2.

Note that if the PWLDP control session between the PEs fails, the PW
is torn down and needs to be re-established. However, the consequent
actions towards the ACs are the sane as if the PWentered the receive
def ect state.

PE1 will exit the PWreceive defect state when the foll ow ng
conditions are net. Note that this may result in a transition to the
PWoperational state or the PWtransmt defect state.

- Al previously detected defects have di sappeared.
- PE2 cleared the FDI, if applicable.

4.4.2. PWTransmt Defect State Entry and Exit

PE1 will enter the PWtransnit defect state if the follow ng
condi tions occur:

- It receives a Reverse Defect Indication (RDI) from PE2 either
indicating a transmt fault on the rembte AC or indicating that
PE2 detected or was notified of an upstream PWfault.

- It is not already in the PWreceive defect state.

PE1 will exit the transmt defect state if it receives an OAM nessage
fromPE2 clearing the RDI or if it has entered the PWreceive defect
state.
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5. FEthernet AC Defect States Entry and Exit Criteria
5.1. AC Receive Defect State Entry and Exit

PE1 enters the AC receive defect state if any of the follow ng
conditions is net:

- It detects or is notified of a physical-layer fault on the
Et hernet interface. Ethernet link failure can be detected based
on loss of signal (LoS) or via Ethernet Link OAM [802.3] critical
link event notifications generated at an upstream node CE1 with
"Dying Gasp" or "Critical Event" indication or via a client Signal
Fail nessage [VY.1731].

- A MEP associated with the | ocal AC receives an Ethernet A'S frane
from CEL.

- A MEP associated with the local AC does not receive CCM franes
fromthe peer MEP in the client domain (e.g., CEl) within an
interval equal to 3.5 tinmes the CCM transm ssi on period configured
for the MEP. This is the case when CCM transni ssion i s enabl ed.

- A CCMhas an Interface Status TLV indicating interface down.
O her CCM Interface Status TLVs will not be used to indicate
failure or recovery fromfailure.

It should be noted that when a MEP at a PE or a CE receives a CCM
with the wong MEG ID, MEP ID, or MEP level, the receiving PE or CE
SHOULD treat such an event as an AC receive defect. In any case, if
such events persist for 3.5 tines the MEP | ocal CCM transmi ssion
time, loss of continuity will be declared at the receiving end.

PE1 exits the AC receive defect state if all of the conditions that
resulted in entering the defect state are cleared. This includes all
of the follow ng conditions:

- Any physical-layer fault on the Ethernet interface, if detected or
where PE1 was notified previously, is renoved (e.g., |oss of
signal (LoS) cleared or Ethernet Link OAM[802.3] critical link
event notifications with "Dying Gasp" or "Critical Event"

i ndi cations cleared at an upstream node CEl).

- A MEP associated with the | ocal AC does not receive any Ethernet

Al'S frame within a period indicated by previously received AIS if
AlS resulted in entering the defect state.
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- A MEP associated with the I ocal AC and configured with CCM enabl ed
recei ves a configured nunber (e.g., 3 or nore) of consecutive CCM
frames fromthe peer MEP on CEl within an interval equal to a
multiple (3.5) of the CCMtransm ssion period configured for the
VEP.

- CCMindicates interface status up.
5.2. AC Transmit Defect State Entry and Exit

PE1 enters the AC transmt defect state if any of the follow ng
conditions is net:

- It detects or is notified of a physical-layer fault on the
Et hernet interface where the ACis configured (e.g., via loss of
signal (LoS) or Ethernet Link OAM[802.3] critical lIink event
notifications generated at an upstream node CE1 with "Link Fault"
i ndi cation).

- A MEP configured with CCM transmni ssion enabl ed and associated with
the local AC receives a CCMfrane, with its RD (Renote Defect
Indication) bit set, fromthe peer MEP in the client domain (e.g.,
CEl).

PE1 exits the AC transnit defect state if all of the conditions that
resulted in entering the defect state are cleared. This includes all
of the follow ng conditions:

- Any physical -layer fault on the Ethernet interface, if detected or
where PE1 was notified previously, is renoved (e.g., LoS cleared
or Ethernet Link OAM [802.3] critical link event notifications
with "Link Fault" indication cleared at an upstream node CE1).

- A MEP configured with CCM transm ssion enabl ed and associated with
the | ocal AC does not receive a CCMfranme with the RDI bit set,
havi ng received a previous CCMframe with the RDI bit set fromthe
peer MEP in the client domain (e.g., CEl).
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6. FEthernet AC and PWDefect States |nterworking
6.1. PWReceive Defect State Entry Procedures

VWhen the PWstatus on PELl transitions fromworking to PWreceive
defect state, PE1l's ability to receive user traffic fromCE2 is
i npacted. As a result, PELl needs to notify CE1l about this problem

Upon entry to the PWreceive defect state, the foll owi ng MIUST be
done:

- If PE1 is configured with a Down MEP associated with the | ocal AC
and CCM transmi ssion is not enabled, the MEP associated with the
AC MUST transmit AIS franes periodically to the peer MEP in the
client domain (e.g., on CEl) based on the configured AI'S
transm ssi on peri od.

- If PE1 is configured with a Down MEP associated with the | ocal AC,
CCM transmi ssion is enabl ed, and the MEP associated with the ACis
configured to support the Interface Status TLV in CCMs, the MEP
associated with the AC MIUST transmt CCMfranes with the Interface
Status TLV as being Down to the peer MEP in the client domain
(e.g., on CEl).

- |If PE1 is configured with a Down MEP associated with the | ocal AC,
CCM transmi ssion is enabl ed, and the MEP associated with the ACis
configured to not support the Interface Status TLV in CCMs, the
MEP associated with the AC MIUST stop transnmitting CCM franes to
the peer MEP in the client domain (e.g., on CEl).

- |If PE1 is configured to run E-LM [MEF16] with CEl and if E-LM is
used for failure notification, PElL MIST transnmit an E-LM
asynchronous STATUS nessage with report type Single EVC
Asynchronous Status indicating that the PWis Not Active.

Further, when PEl enters the receive defect state, it MJST assune
that PE2 has no know edge of the defect and MJUST send a reverse
defect failure notification to PE2. For MPLS PSN or MPLS/IP PSN

this is either done via a PWstatus notification nessage indicating a
reverse defect or done via a VCCV-BFD diagnostic code of reverse
defect if a VCCV CV type of 0x08 or 0x20 had been negotiated. Wen a
native service OAM nechanismis supported on PEL, it can also use the
NS OAM notification as specified in Section 4.1.

If PWreceive defect state is entered as a result of a forward defect

notification fromPE2 or via | oss of control adjacency, no additiona
action is needed since PE2 is expected to be aware of the defect.
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6.2. PWReceive Defect State Exit Procedures

When the PWstatus transitions from PWreceive defect state to
working, PEl's ability to receive user traffic fromCE2 is restored.
As a result, PEl1l needs to cease defect notification to CE1 by
perform ng the foll ow ng:

- If PEl is configured with a Down MEP associated with the |ocal AC
and CCM transni ssion is not enabled, the MEP associated with the
AC MUST stop transmitting AlIS frames towards the peer MEP in the
client domain (e.g., on CEl).

- |If PE1 is configured with a Down MEP associated with the | ocal AC,
CCM transm ssion is enabled, and the MEP associated with the ACis
configured to support the Interface Status TLV in CCMs, the MEP
associated with the AC MUST transmit CCMframes with the Interface
Status TLV as being Up to the peer MEP in the client domain (e.g.,
on CEl).

- If PEl is configured with a Down MEP associated with the |ocal AC,
CCM transni ssion is enabl ed, and the MEP associated with the ACis
configured to not support the Interface Status TLV in CCMs, the
MEP associated with the AC MIUST resune transmtting CCM franmes to
the peer MEP in the client domain (e.g., on CEl).

- |If PE1 is configured to run E-LM [MEF16] with CElL and E-LM is
used for fault notification, PEL MJUST transmit an E-LM
asynchronous STATUS nessage with report type Single EVC
Asynchronous Status indicating that the PWis Active.

Further, if the PWreceive defect was explicitly detected by PE1L, it
MUST now notify PE2 about clearing of receive defect state by
clearing the reverse defect notification. For PWover MPLS PSN or
MPLS/IP PSN, this is either done via a PWstatus nessage indicating a
wor ki ng state or done via a VCCV-BFD di agnostic code if a VCCV CV
type of 0x08 or 0x20 had been negotiated. Wen a native service OAM
nmechani smis supported on PE, it can also clear the NS OAM
notification as specified in Section 4. 1.

If PWreceive defect was established via notification fromPE2 or via

| oss of control adjacency, no additional action is needed since PE2
is expected to be aware of the defect clearing.
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6.

6. 4.

6.

3.

5.

PW Transnit Defect State Entry Procedures

When the PWstatus transitions fromworking to PWtransmt defect
state, PEl's ability to transmt user traffic to CE2 is inpacted. As
a result, PEl needs to notify CE1 about this problem

Upon entry to the PWtransnmit defect state, the followi ng MIST be
done:

- If PE1 is configured with a Down MEP associated with the | ocal AC
and CCM transmi ssion is enabled, the MEP associated with the AC
MUST set the RDI bit in transmtted CCMframes or send a status
TLV with interface down to the peer MEP in the client donmain
(e.g., on CEl).

- If PE1 is configured to run E-LM [MEF16] with CEl and E-LM is
used for fault notification, PEL MIST transmt an E-LM
asynchronous STATUS nessage with report type Single EVC
Asynchronous Status indicating that the PWis Not Active.

- |If the PWfailure was detected by PEl wi thout receiving a reverse
defect notification fromPE2, PE1 MJST assume PE2 has no know edge
of the defect and MJST notify PE2 by sending an FDI.

PW Transmt Defect State Exit Procedures

When the PWstatus transitions fromPWtransmt defect state to
working, PEl's ability to transmt user traffic to CE2 is restored.
As a result, PEl needs to cease defect notifications to CE1l and
performthe foll ow ng:

- If PEl is configured with a Down MEP associated with the |ocal AC
and CCM transni ssion is enabled, the MEP associated with the AC
MJST clear the RDI bit in the transmtted CCMfranes to the peer
MEP or send a status TLV with interface up to the peer MEP in the
client domain (e.g., on CEl).

- If PEl is configured to run E-LM [MEF16] with CEl, PE1 MUST
transmt an E-LM asynchronous STATUS nmessage with report type
Si ngl e EVC Asynchronous Status indicating that the PWis Active.

- PEl1 MUST clear the FDI to PE2, if applicable.

AC Receive Defect State Entry Procedures

VWhen AC status transitions fromworking to AC receive defect state,

PE1l's ability to receive user traffic fromCEL is inpacted. As a
result, PEl needs to notify PE2 and CE1 about this problem

Mohan, et al. St andards Track [ Page 16]



RFC 7023 MPLS and Et hernet QOAM I nt er wor ki ng Cct ober 2013

If the AC receive defect is detected by PELl, it MJST notify PE2 in
the formof a forward defect notification.

VWen NS OAM i s not supported on PEl, in PWover MPLS PSN or MPLS/IP
PSN, a forward defect notification is either done via a PWstatus
nessage indicating a forward defect or done via a VCCV-BFD di agnostic
code of forward defect if a VCCV CV type of 0x08 or 0x20 had been
negot i at ed.

When a native service OAM nechanismis supported on PE1l, it can al so
use the NS OAM notification as specified in Section 4.1.

In addition to the above actions, PE1 MJST performthe foll ow ng:

- If PEl is configured with a Down MEP associated with the | ocal AC
and CCM transm ssion is enabled, the MEP associated with the AC
MUST set the RDI bit in transmtted CCM franes.

6.6. AC Receive Defect State Exit Procedures

When AC status transitions from AC recei ve defect state to working,
PE1l's ability to receive user traffic fromCElL is restored. As a

result, PEl1 needs to cease defect notifications to PE2 and CE1 and
performthe foll ow ng:

- VWen NS OAM i s not supported on PE1l, in PWover MPLS PSN or
MPLS/ I P PSN, the forward defect notification is cleared via a PW
status message indicating a working state or via a VCCV-BFD
di agnostic code if a VCCV CV type of 0x08 or 0x20 had been
negoti at ed.

- Wen a native service OAM nechanismis supported on PEl, PEl
clears the NS OAM notification as specified in Section 4.1.

- If PE1 is configured with a Down MEP associated with the | ocal AC
and CCM transmi ssion is enabled, the MEP associated with the AC
MUST clear the RDI bit in transmtted CCM frames to the peer MEP
in the client domain (e.g., on CEl).

6.7. AC Transmit Defect State Entry Procedures
When AC status transitions fromworking to AC transmt defect state,
PE1l's ability to transmt user traffic to CEL is inpacted. As a
result, PE1l needs to notify PE2 about this problem

If the AC transmit defect is detected by PELl, it MJST notify PE2 in
the formof a reverse defect notification.
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Wien NS OAM i s not supported on PEl, in PWover MPLS PSN or MPLS/IP
PSN, a reverse defect notification is either done via a PWstatus
nmessage indicating a reverse defect or done via a VCCV-BFD di agnostic
code of reverse defect if a VCCV CV type of 0x08 or 0x20 had been
negot i at ed.

When a native service OAM nechanismis supported on PE1l, it can al so
use the NS OAM notification as specified in Section 4.1.

6.8. AC Transmt Defect State Exit Procedures

When AC status transitions fromAC transmt defect state to working
PE1l's ability to transmt user traffic to CEL is restored. As a
result, PElL MJUST clear the reverse defect notification to PE2.

VWen NS OAM i s not supported on PEl, in PWover MPLS PSN or MPLS/IP
PSN, the reverse defect notification is cleared via a PWstatus
nessage indicating a working state or via a VCCV-BFD di agnostic code
if a VCCV CV type of 0x08 or 0x20 had been negoti at ed.

When a native service OAM mechanismis supported on PEl, PE1l can
clear NS OAM notification as specified in Section 4.1.

7. Security Considerations

The QOAM i nt erwor ki ng nechani sns described in this docunent do not
change the security functions inherent in the actual messages. Al
generic security considerations applicable to PWtraffic specified in
Section 10 of [RFC3985] are applicable to NS OAM nessages transferred
insi de the PW

The security considerations in Section 10 of [RFC5085] for VCCV apply
to the OAM nessages thus transferred. Security considerations
applicable to the PWE3 control protocol as described in Section 8.2
of [RFC4447] apply to OAM i ndications transferred using the LDP
status message.

Since the nmechani snms of this docunment enabl e propagati on of OAM
nmessages and fault conditions between native service networks and
PSNs, continuity of the end-to-end service depends on a trust

rel ati onshi p between the operators of these networks. Security
consi derations for such scenarios are discussed in Section 7 of

[ RFC5254] .
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Appendi x A.  Ethernet Native Service Managenent
Thi s appendix is informative.

Et her net OAM nechani sns are broadly classified into two categori es:
Faul t Managerment (FM and Performance Monitoring (PM. [ITUT Y.1731
[Y.1731] provides coverage for both FM and PM while | EEE CFM [ CFM
provi des coverage for a subset of FM functions.

Et hernet OAM al so i ntroduces the concept of a Miintenance Entity
(ME), which is used to identify the entity that needs to be managed.
An ME is inherently a point-to-point association. However, in the
case of a multipoint association, a Miintenance Entity Goup (MEG
consisting of different MEs is used. |EEE 802.1 uses the concept of
a Mai ntenance Association (MA), which is used to identify both point-
to-point and nultipoint associations. Each MEG MA consists of MEG
End Points (MEPs) that are responsible for originating OAM franes.

In between the MEPs, there can also be MEG I nternedi ate Points (M Ps)
that do not originate OAM franes but do respond to OAM franes from
MVEPS.

Et hernet OAM al l ows for hierarchical Miintenance Entities to allow
for simultaneous end-to-end and segment monitoring. This is achieved
by having a provision of up to 8 MEG | evels (MD |l evels), where each
MEP or MP is associated with a specific MEG | evel .

It is inmportant to note that the FM mechani sms common to both | EEE
CFM[CFM and I TU-T Y.1731 [Y.1731] are conpletely conpati bl e.

The common FM mechani sns i ncl ude:

1) Continuity Check Message (CCM

2) Loopback Message (LBM and Loopback Reply (LBR)

3) Link Trace Message (LTM and Link Trace Reply (LTR)

CCVs are used for fault detection, including msconnections and

m sconfigurations. Typically, CCMs are sent as nulticast frames or
uni cast frames and also allow RDI notifications. LBMand LBR are
used to performfault verification, while also allow ng for MIU
verification and CIR'EIR (Committed Information Rate / Excess
Informati on Rate) neasurenents. LTM and LTR can be used for

di scovering the path traversed between a MEP and anot her target
MP/MEP in the same MEG LTM and LTR also allow for fault

| ocal i zation.
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In addition, ITUT Y.1731 [VY.1731] also specifies the follow ng FM
functions:

4) Alarm Indication Signal (AlS)
AlS allows for fault notification to downstream and upstream nodes.

Further, ITUT Y.1731 [Y.1731] also specifies the followi ng PM
functions:

5) Loss Measurenent Message (LMM and Loss Measurenment Reply (LMR)

6) Del ay Measurenent Message (DMV) and Del ay Measurenment Reply (DWR)
7) 1-way Del ay Measurenent (1DM

VWi le LMM and LMR are used to measure Franme Loss Ratio (FLR), DWM and
DVR are used to nmeasure single-ended (aka two-way) Frane Del ay (FD)

and Frane Delay Variation (FDV, also known as Jitter). 1DM can be
used for dual -ended (aka one-way) FD and FDV neasurenents.
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