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Abst ract

Thi s docunent specifies an experimental nulticast handover

optim zation mechanismfor Proxy Mbile IPv6 (PMPv6) to accelerate
the delivery of nulticast traffic to nobile nodes after handovers.
The nmechani sm call ed Subscription Information Acquisition through
the LMA (SIAL), is based on speeding up the acquisition of nobile
nodes’ nulticast context by the nobile access gateways. To do that,
extensions to the current PM Pv6 protocol are proposed. These
extensions are not only applicable to the base solution for multicast
support in Proxy Mbile IPv6, but they can also be applied to other
sol utions devel oped to avoid the tunnel convergence problem
Furthernore, these extensions are al so i ndependent of the role played
by the nobil e access gateway within the nmulticast network (acting as
either nulticast |istener discovery proxy or multicast router).

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenmentation, and
eval uati on.

Thi s docunent defines an Experinental Protocol for the Internet
conmunity. This docunent is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
comunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
all documents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this docurment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7161
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1. Introduction

The base solution for providing continuous nulticast service delivery
in Proxy Mbile IPv6 (PMPv6) domains is described in [RFC6224]. It
specifies the basic functionality needed in the Proxy Mbile |IPv6

[ RFC5213] entities to provide a nulticast service, so continuous
delivery of nulticast traffic is supported by obtaining, after each
handover, the ongoing nulticast subscription information directly
fromthe Mobile Node (MN). When a nobile node attaches to a new
Mobi l e Access Gateway (MAG, the nobile node is queried by the nmobile
access gateway through a Milticast Listener Discovery (M.D) CGenera
Query, which is sent just after any newlink is set up, to learn of
any existing subscription, as specified in [ RFC2710] and [ RFC3810].

However, the base solution needs to be inproved to neet sone
performance requirements, especially those referring to the user-
perceived service quality, which is seriously affected by the

di sruption of nmulticast content forwarding to the nobile node during
handovers.

A mobil e node with an active nulticast subscription, noving from one
poi nt of attachnent to another within a Proxy Mbile | Pv6 domain
experiences a certain delay until it resunes receiving again the
nmul ticast content that it was receiving at the previous |ocation
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Such del ay causes a gap in the content reception. Two different
actions can help mtigate such reception gap. One of themis to

buf fer at the previous nobile access gateway a copy of the multicast
traffic destined to the nobile node and forward it to the new nobile
access gateway, in order to deliver that traffic to the nobile node.
The ot her possible (conplenmentary) action is to reduce the tine
needed by the new nobile access gateway to learn of the active

mul ticast subscription of the nobile node (i.e., the multicast
context), so the new nobile access gateway can subscribe to the

mul ticast group(s) on behalf of the nobile node as soon as possible.

While the first nechanismcould potentially be acconplished by using
sone adaptation of [RFC5949] to nulticast traffic (despite being only
applicable in the case the underlying radi o access technol ogy
supports Layer 2 (L2) triggers, thus requiring additional support on
the mobil e node), there is no generic standard solution for the

accel erated acquisition of the ongoing multicast subscription of the
nmobi | e node.

The approach foll owed by the base solution [ RFC6224] to learn of an
exi sting nulticast subscription relies on the behavior of the | GwW/
M.D protocols. Both protocols send nulticast menbership query
messages when a new link is up. The response to such a nessage
reports any existing nulticast subscriptions by the nobile node.
Wiile this is a straightforward approach, the nobile access gat eway
can incur in a non-negligible delay in receiving the corresponding
M.D Report nessage. This delay is caused by the tine needed for the
detection of the attachnent in the new |link and the re-establishnent
of the data plane after the handover, the radio transfer del ays
associated with the signaling to the nobile node, and the M.D query
response interval tine required by this procedure (whose default
value is 10 seconds as defined in [ RFC2710] and [ RFC3810], or between
5 and 10 seconds as considered in the best case wireless |ink
scenario in [ RFC6636]).

Thi s docunent extends the Proxy Mbile |IPv6 signaling protoco
defined in the base protocol [RFC5213] by including a new multicast
i nformati on option to update Proxy Mobile IPv6 entities during the
regi stration and de-registration processes, and new nessages to
trigger the transfer of nulticast information. No extension is
required in any of the nulticast-related protocols in use (I GwW/ M.D
or PIMprotocols). Furthernore, this specification does not
substitute the standard procedures defined in [ RFC6224] (e.g., the
nobi | e access gateway continues sending an MLD Query to the entering
nobi | e node as soon as the point-to-point link is set up), but

conpl emrents them for accelerating the acquisition of the multicast
content by the nopbile access gateway associated to the new point-of -
attachnent.
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Thi s docunent provides a signaling nethod internal to the network to
speed up the subscription information acquisition by the nobile
access gateway, in order to accelerate the nulticast delivery to the
nobi | e node after having conpl eted a handover. By doing so, the
know edge by the nobile access gateway of the currently active

nmul ticast subscription becones independent of the underlying radio
technol ogy dynam cs and rel axes the requirenment of a rapid response
fromthe nobile node in processing | GW/ M.D control nessages. |ssues
i ke radio franming, radio access contention, channel reliability,
MN's capabilities (i.e., L2 triggering support), |IGW/ MD tiners
optim zation for wireless environnents, etc., will not inpact the
observed nmulticast perfornmance during handovers.

The nechani sns described in this docunment can also be applied to the
solutions defined in [RFC7028]. Furthernore, it is also i ndependent
of the role played by the nmobile access gateway within the nulticast
network (acting as either M.D proxy or nulticast router).

1.1. Handover Optim zation Requirenents

A basic solution for providing support of nulticast in a network-
based mobility managenent environment has been specified in [ RFC6224]
wi t hout introducing changes on the original PM Pv6 specification

[ RFC5213]. The focus of the present docunment is on inproving the
efficiency of the base solution regardi ng handover perfornmance.

One of the critical aspects of the base solution is the expected
delay incurred by the nobil e access gateway (where the nmobile node is
bei ng attached to) to be informed about the ongoing nulticast
subscription of the entering M\, mainly due to the fact that the
nmechani sns provided in the base solution relay on the original MD
procedures, with long timng interactions not conceived for nobile
environnents. Then, the requirenments to be covered by a handover
optim zation solution can be established in the foll ow ng manner

o The solution MJST be applicable to any kind of MN (that is, not
requiring any particular functionality such as, for exanple, L2
trigger capabilities), in such a way that any type of nobile node
in a PMPv6 domain being served with multicast traffic can benefit
fromthe optimzed sol ution

o The solution MJST NOT inpact existing nulticast protocols.
o The solution MJST optim ze the handover perfornmance with respect

to the perfornmance achieved with the base solution for any kind of
handover process (i.e., for proactive and reactive handovers).

Contreras, et al. Experi ment al [ Page 5]



RFC 7161 PM Pv6 Milticast Handover Optim zation March 2014

0 The solution SHOULD m nim ze the nunber and extent of additiona
support (i.e., capabilities) required in the network, aimng at an
easi er depl oynment.

0o The solution MJST NOT inpact depl oynents of |egacy inplenentations
of [RFC5213] and [ RFC6224].

The present specification addresses all these requirenents, as
described in the foll owi ng sections.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

Thi s docunent uses the term nology referring to PM Pv6 conponents as
defined in [ RFC5213].

Additionally, the following terns are defined and used in this
docunent .

pMAG  The previous MAG or pMAG is the npbil e access gateway where
the MN was initially registered before a handover event.

NnMAG  The new MAG or nMAG i s the npbil e access gateway where the MN
is registered at the end of the handover event.

Reactive Handover: A reactive handover is a handover event in which
the Local Mobility Anchor (LMA) receives the nobile node
registration fromthe nMAG w t hout having previously received the
M\ de-registration fromthe pMAG

Proactive Handover: A proactive handover is a handover event where
the nmobile node is firstly de-registered on the | ocal mobility
anchor by the pMAG and later on it is registered by the nMAG as a
consequence of changing the point of attachnent.

Mul ticast Menbership Context: In this docunent, multicast nenbership
context makes reference to the information relative to the
currently active nulticast subscription of an MN in a handover
event that is transferred between the PM Pv6 entities to support
the handover optini zation.
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3. Overview

The local nobility anchor is a key elenent within the PM Pv6
infrastructure, which traces the nobil e node reachability al ong the
PM Pv6 domain. Therefore, the LMA is the best element to keep the
MNs’ nul ticast subscription information up-to-date and to forward it
to the rest of PMPv6 entities (i.e., to the nobile access gateways)
as needed when MNs nove within the domain. The LMA has tinely

know edge of the MNs’ |ocations, especially during handover events,
and it is therefore able to quickly provide information to the new
poi nt of attachnent (e.g., by querying the previous one). Figure 1
sunmari zes the main idea of the optimzation

Fo-mo - - +
| PMAG | I
S R + |
/ I
/ |
/ |
/ |
kK kK _ / (MN)
( ) / |
( ) S g + SR + |
( Internet )--] LMA [------ | nMAG | %
( ) F----- + Fo-m - - +
( )
LKk _ kK Regi stration
Cmmm e e e m -

Regi strati on Ack
& Mul ticast Context

Figure 1: Hi gh-Level Description of the Solution

The local nobility anchor only obtains the detail ed subscription
information or nulticast context during a handover event. There is
no need for continuously informng the LMA about M\Ns’ multicast state
whil e the nobil e nodes remain attached to the sane nobil e access
gateway. Such a continuous updating procedure would significantly

i ncrease the signaling load within the PM Pv6 domain without a clear
benefit. The nmulticast context is only critical during handovers:
neither after nor before. |Indicating the active subscription while
the handover is ongoing guarantees that such information will be up
to date and ready to be transferred to the new MAG where the nobile
node has just attached. Therefore, this solution defines the
Subscription Informati on Acquisition through the LMA (SIAL) as the
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procedure to i nformthe new MAG about the multicast subscriptions
mai nt ai ned by the entering M

To be able to transfer the nulticast subscription informtion between
PM Pv6 entities during a handover, this docunent extends the PM Pv6
protocol in several ways. First of all, a newnobility option is
defined to carry the nulticast context of the current subscription
Furthernore, additional nessages are defined to nanage the

i nterchange of the multicast information anong PM Pv6 entities.
Finally, some flags are defined to govern the process.

4. Proxy Mobile I Pv6 Extensions

This section outlines the extensions proposed to the PM Pv6 protoco
specified in [ RFC5213].

4.1. Active Milticast Subscription Mbility Option
4.1.1. Option Application Rules

A new TLV-encoded nobility option, Active Milticast Subscription
option is defined for use with the Proxy Bi nding Update (PBU) and
Proxy Bi ndi ng Acknow edgenent (PBA) nessages exchanged between a
local nmobility anchor and a nobility access gateway to transfer the
mul ticast subscription information. This option is used for
exchanging the nulticast nmenbership context. This information is
carried by directly using the fornmat defined in the original MD
specifications. There can be nultiple Active Milticast Subscription
options present in the nessage, one for each active subscription
mai nt ai ned by the nobile node when the handover is taking place
(i.e., one per nulticast nenbership context).

This new option is also used for the same purposes by the new
Subscripti on Response nessage defined later in this docunent.

M.Dv2 [RFC3810] is the prinmary objective for the definition of the

option format. M.Dvl [RFC2710] is also considered for backward
conpatibility.
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4.1.2. Option Format
The format of this new option is as follows:
0 1 2 3
01234567890123456789012345678901
B e T T S T e ik i BT T e R S o
| Type | Length | MLD Type
R Rt i i i i e T I I S S S R i e S R e e i s o
| |
+ Mul ticast Menbershi p Cont ext +
| |
s S S o T i i S S i (i
The alignnent requirement of this option is 8n+l
Type:
57, which indicates the Active Milticast Subscription |Pv6 option
Lengt h:

8-bit unsigned integer indicating the |length of the option in
octets, excluding the type and length fields.

M.D type:
Field used to identify the IPv6 multicast menbership protocol in
use, and the corresponding format of the next Milticast Menbership
Context information field. This field maps the type codification
used in the original MD specifications for the Report nessage.
For M.Dv2, the M.D Type value is 143, as specified in [ RFC3810].

Mul ticast Menbership Context:
Mul ticast subscription information corresponding to a single
subscri bed multicast address. For MDv2, the format of this field
follows the Multicast Address Record format as defined in
[ RFC3810] .

4.1.3. Backward Conpatibility with M.Dvl
The foll owi ng val ues are adopted when M.Dvl is used.
M.D type:

For M.Dv1l, the M.D Type value is 131, as specified in [RFC2710].
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Mul ticast Menbership Context:

For M.Dvl, the relevant information for nulticast context is
simply given, according to [ RFC2710], by the nulticast address of
the subscribed content.

I n consequence, the Milticast Menbership Context is defined as a
4-octet reserved field and the Miulticast Address of the subscribed
content as in [RFC2710], as shown next.

0 1 2 3
012345678901 23456789012345678901
o bm bm bm bm bm bm bo bm bo bm bo bm bm bm bm bm bm bo bo bo bo b bo b o o o o o o o
| Reser ved |
o bm bm bm bm bm bm be be be bm be be be be be be be be be b b b b b b b e e e e e

| |
* *
| | |
* Mul ti cast Address *
| |
* *
| |
B s i S i I i S S S i i

4.2. Milticast Signaling Flag on PBU PBA Message Headers

4.2.1. Flag Application Rules

A new flag S has been added in both the PBU and PBA nessage headers
to advertise the nobile access gateway and the |local nobility anchor
capabilities of processing nmulticast-related signaling for the MN
that caused the nessage.

This flag governs the nulticast-related signaling between the LMA and
the MAG As a general rule, the value of the flag in the PBA nessage
is a copy of the value received in the PBU nessage. Specific rules
are described in next subsections.
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4.2.1.1. Registration Process

During handover, the entities involved in this process are the nMAG
and the LMA. These rules also apply for the initial binding
regi stration process.

o PBU nessage

* S=0 indicates that the MAG sending the PBU nessage does not
accept nulticast-related signaling for the MN being attached.
This can be used to discrimnate PMPv6 nodes that are not
nmul ticast enabled, for backward conpatibility reasons.

* S=1 indicates that the MAG sending the PBU nessage accepts
mul ticast-related signaling for the MN being attached.
Dependi ng on the type of handover (reactive or proactive) the
LMA takes sonme actions, described later in this docunent.

o PBA nessage

* |f S=0 in the correspondi ng PBU nessage, the value of the flag
in the PBA message MJST be a copy of the value received in the
PBU nmessage (thus S=0), w thout any further neaning.

* |f S=1 in the correspondi ng PBU nessage, two subcases are
possi bl e:

+ S=1 and Active Multicast Subscription nobility option in the
PBA nmessage. Wen the MN nmaintains an active multicast
session, if the LMA is able to provide the nulticast
subscription information during registration, the PBA
message MUST include the Active Milticast Subscription
mobility option. |If the LMA is not able to provide such
informati on during registration, the PBA nessage MJUST NOT
i nclude the Active Milticast Subscription nobility option
This case is useful to decouple unicast and multicast
signaling for an MN being registered at nMAG A way for
obtaining later active nmulticast-subscription information is
described later in this docunent.

+ S=0 in the PBA nmessage if the MN does not maintain an active
nmul ticast subscription (note that for backward conpatibility
reasons, an LMA not supporting nulticast related signaling
woul d al ways send S=0).

Contreras, et al. Experi ment al [ Page 11]



RFC 7161

4.2.1. 2.

PM Pv6 Milticast Handover Optim zation March 2014

De-registration Process

Duri ng handover, the entities involved in this process are the pMAG
and the LMA. These rules apply for the binding de-registration
process.

o PBU nessage

*

S=0 indicates that the MN has no active multicast session (note
that for backward conpatibility reasons, a pMAG not supporting
mul ticast related signaling would al ways send S=0).

S=1 indicates that the MN has an active multicast session, and
the multicast context MJST be transported in the Active
Mul ticast Subscription nobility option

o PBA nessage

*

The value of the flag in the PBA nessage SHOULD be 0, without
any further neaning (note that for backward conpatibility
reasons, an LMA not supporting nulticast related signaling
woul d al ways send S=0).

4.2.2. New Format of Conventional PBU PBA Messages

4.2.2. 1.

Proxy Bi ndi ng Updat e Message

As result of the new defined flag, the PBU nessage format is updated

as fo

0

| ows:

1 2 3

012345678901234567890123456789¢01

- -
|

Al H

+
|
+- +-
|

+- +-

bk ok ok o R S R

| Sequence # |
B T i i o S S S s sl T S S S S S T S S
LIKIM R P| S| Reserved | Lifetinme |
e o S i S R S i s o s S SR

+= +

Mobility Options

e i T T R

Contreras, et al. Experi ment al [ Page 12]



RFC 7161 PM Pv6 Milticast Handover Optim zation March 2014

4.2.2.2. Proxy Binding Acknow edgenent Message

As result of the new defined flag, the PBA nessage format is updated
as follows:

0 1 2 3
01234567890123456789012345678901
R T o T i e ks ik oI ST e TS
| St at us | KIRIP| S| Rsrvd
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Sequence # | Lifetime |
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| |
' Nbbility Options '
|

B T s i I S e i S i i S S e S
4.3. Messages for Active Miulticast Subscription Query

A new pair of messages is defined for querying entities about the
active nulticast subscription of the MN when the handover is of
reactive type

These nessages are sent using the Mbility Header as defined in
[ RFC6275] .

4.3.1. Subscription Query Message
4.3.1.1. Message Application Rules

The Subscription Query message (value 22) is sent by the LMA towards
the pMAG to query it about any existing multicast subscriptions of
the MN that is being registered by the nMAG This nessage is
generated in case the handover is of reactive type.

Additionally, this nessage is sent by the nMAG towards the LMA to
query it about the existing nmulticast subscriptions of the MN when
the LMA acknow edges the PBU sent by the nMAG but the multicast
context is not provided (nanmely, when the PBU nessage has set the
flag Sto 1, and the PBA nessage has set the flag Sto 1 but the
nmul ticast context is nissing).
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4.3.1.2. Message Format
The Subscription Query nmessage has the follow ng format.

0 1 2 3

01234567890123456789012345678901
R o i e e e R e o
| Sequence # | Reserved |

R Rt i i i i e T I I S S S R i e S R e e i s o

|
Mobility Options
|
R Rt i i i i e T I I S S S R i e S R e e i s o
Sequence Number:

The Sequence Nunber field establishes the order of the nmessages
sent in the Subscription Query / Subscription Response dial ogue
between the LMA and the MAG for a certain M. The initia
Sequence Number MJST be determined by the entity that creates the
nmessage (either LMA or MAG depending on the scenario), which is
responsi bl e for managing this counter.

Thi s Sequence Nunber conparison MJUST be performed nodul o 2**8,
i.e., the nunber is a free-running counter represented nodul o 256.
A Sequence Nunber in a received Subscription Query nessage is
consi dered |l ess than or equal to the last received nunber if its
value lies in the range of the |ast received nunber and the
precedi ng 128 val ues, inclusive. For exanple, if the |ast

recei ved sequence nunber was 15, then nessages with sequence
nunbers O through 15, as well as 143 through 255, woul d be

consi dered | ess than or equal

Reser ved
This field is unused for now The value MJST be initialized to O.
Mobility options:

Thi s message carries one or nore TLV-encoded nobility options.
The valid nobility options for this nessage are the follow ng:

* Mobile Node ldentifier option [RFC4283] (rmandatory).

*  Home Network Prefix option [RFC5213] (optional).
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There can be one or npbre instances of the Honme Network Prefix
option, but only one instance of the Mbile Node Identifier
option.

4.3.2. Subscription Response Message
4.3.2.1. Message Application Rules

The Subscription Response nmessage (value 23) is sent by the pMAG
towards the LMA, or by the LMA towards the nMAG to answer a
previously received Subscription Query nessage, as described above.

4.3.2.2. Message Format
The Subscription Response nessage has the follow ng format.

0 1 2 3
01234567890123456789012345678901
R o i e e e R e o
| Sequence # | 1] Reserved
R Rt i i i i e T I I S S S R i e S R e e i s o
|
Mobility Options
|

B ik ol T I R S S T T R T T sl it S SR R R S S S T ik ot S
Sequence Number:

The val ue of the Sequence Nunmber field in the Subscriber Response
nessage MJST be a copy of the Sequence Nunber received in the
Subscription Query nessage.

Mul ticast Information (1):

The nmulticast Information flag | specifies whether or not there is
mul ticast subscription information available for the M. The
nmeaning is the follow ng:

| =0: there is no multicast subscription information avail abl e
for the MNidentified by the Mobile Node Identifier option in
this nessage.

I=1: there is multicast subscription information available for

the MN identified by the Mobile Node Identifier option in this
nmessage. The multicast subscription information MJIST be
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carried on one or nore instances of the Active Milticast
Subscription option in this nessage (one instance for each
active subscription).

Reserved
This field is unused for now The value MJST be initialized to O.
Mobi lity options:

Thi s message carries one or nmore TLV-encoded nobility options.
The valid nobility options for this nessage are the follow ng:

* Mobile Node ldentifier option [ RFC4283] (rmandatory).

* Active Milticast Subscription option (mandatory) only when flag
I=1; it MJUST NOT be present in any other case.

* Home Network Prefix option [RFC5213] (optional).

There can be one or nore instances of the Home Network Prefix
option (in all cases) and the Active Milticast Subscription option
(only when 1=1), but only one instance of the Mbile Node
Identifier option.

4.4, New PBA Tiner in the LMA

A new tiner nanmed "PBA timer" is used in the LMA to define the

maxi mum waiting tine before the PBA nessage is sent to the nMAG in
case the nulticast subscription information relative to the MN is not
yet available. The aimof this tiner is to prevent potential |arge
delays in the forwardi ng of unicast traffic towards the M being

regi stered at the nMAG This timer allows decoupling the unicast
signaling fromthe nulticast one in the SIAL solution.

This timer SHOULD be upper bounded by the constant defined in

[ RFC6275] | NI TI AL_BI NDACK Tl MEQUT, whose default value is 1 s. This
constant sets the time when the nMAG Wi Il retry the MN registration
by sendi ng again the PBU nessage. The "PBA tiner" has to be set to a
val ue that ensures that the nMAG does not enter the retry node

Oper ational experience is needed on how to set up the PBA timer, and
therefore it is RECOWENDED to set the "PBA tiner" to zero, except
for experinmental purposes.
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5. Handover Signaling Procedures

As the MN noves from one access gateway to another, the mobility-

rel ated signaling due to the handover event is carried out

i ndependently by the pMAG and the nMAG  That signaling process is
not synchroni zed; thus, two scenarios need to be considered dependi ng
on the order in which the LMA receives notification of the W

regi stration and de-registration in the nMAG and t he pMAG
respectively.

5.1. Handover of Proactive Type
5.1.1. Rationale

In the proactive case, the MNis firstly de-registered by the pMAG
and later on it is registered by the nMAG as a consequence of
changi ng the point of attachnent.

Only for those MNs that nmaintain an active nmulticast subscription
the pMAG includes the Active Milticast Subscription nobility option
carrying the multicast context of the MN at that nonent as part of
the PBU nessage (with flag S set to 1).

The local nobility anchor stores that information in the
correspondi ng binding cache. |If later on the MN attaches to an nMAG,
this information is sent (using the same TLV option) to the nMAG as
part of the PBA confirmation of the registration process (if the PBU
message sent by the nMAG has the flag S set to 1). On the other
hand, if no further registration happens, the multicast information
is renoved together with the rest of binding database for that M

After receiving the multicast context, the nMAG can subscribe to the
mul ticast flow(s) on behalf of the MNin case there is no other MN
already receiving it at the nMAG The multicast status can al so be
set in advance for the point-to-point [ink towards the M\

Note that the SIAL solution described here does not prevent
benefiting from extended support in the nobile node / network that
facilitates the proactive node operation of the solution, e.g., based
on L2 capabilities.
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5.1.2. Message Fl ow Description

Figure 2 summarizes this process.

RO + R RO + R
| MN | | PMAG | LMA | | NMAG
R + +o- -t R + +oo -+

I
| ==Bi -Di r Tunnel =
Mul ticast Data |

|

|

| Mul ticast Group join
| and P-t-P status setup
| |

| ==Bi -Di r Tunnel =|

|

|

I
Mul ticast Data |

| |
| | |
| | |
| <----mmmmeee-- | | |
| | | |
1) MN Det ached | | |
| MN Det ached Event | |
| | | |
| | Ext’ d DeReg PBU | |
2) | | === >| |
| | | |
3) | | Accept PBU |
| | (Mul ticast Subscription info stored)
| | | |
| | PBA | |
- A : :
5) MN Attached | | |
| | MN Attached Event
| | |
| | PBU |
6) I I e I
| | Ext’ d PBA |
7) I | ----mmmmme - >I
8) | Accept PBA,
|
|
|
|
|
|

Fi gure 2: Proactive Handover
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The nessage flow is as follows:

1

A registered MNis receiving a nulticast content that has been
previously subscribed to by sending a standard M.D report from
the mobile node to the currently serving nobil e access gateway,
pMAG. The pMAG keeps the nulticast state of the point-to-point
link with the M\

The MN initiates a handover process (e.g., because of better
radi o conditions) over a radio access controlled by a new MAG
As a consequence, pMAG determ nes a detachnent event
corresponding to this nobile node, and updates the attachnment
status of this MNto the local nobility anchor by sending an
ext ended Proxy Bi ndi ng Update nessage, including the Active

Mul ticast Subscription, which contains the multicast context of
the active nulticast subscriptions in the noment of handover.

The LMA processes the PBU nessage. Additionally, the LMA stores
in the binding cache the information regardi ng the ongoi ng

mul ticast subscription(s) when the detachnent is initiated. This
information is kept until a new registration of the MNis

conpl eted by another MAG or until the binding cache expiration
according to [ RFC5213].

The local nobility anchor acknow edges to the pMAG t he previous
PBU nessage.

As a result of the handover process, the nobile node attaches to
another mobility access gateway, called nMAG

The nMAG triggers a registration process by sending a PBU nessage
(with flag S set to 1) to the local mobility anchor.

After the analysis of the PBU nmessage, the LMA sends an extended
PBA including the Active Milticast Subscription option, which
contains the nmulticast context of the active subscriptions in the
nmonment of handover.

The nMAG processes the PBA nessage followi ng all the standard
procedures described in [RFC5213]. Additionally, with the new
information relative to multicast subscription, the nMAG sets up
the nulticast status of the point-to-point |ink between the nMAG
and the M\, and joins the content identified by (S,G on behal f
of the MNin case the nMAG is not receiving already such content
due to a previous subscription ordered by another MN attached to
it. Fromthat instant, the nulticast content is served to the
IVN.

Contreras, et al. Experi ment al [ Page 19]



RFC 7161 PM Pv6 Milticast Handover Optim zation March 2014

5.2. Handover of Reactive Type
5.2.1. Rationale

In the reactive case, the LMA receives the nmobile node registration
fromthe nMAG wi t hout having previously received the MN de-
registration fromthe pMAG

As the nMAG is not aware of any active nulticast subscription of the
nobi | e node, the nMAG starts a conventional registration process, by
sending a normal PBU nmessage (with flag S set to 1) towards the | ocal
nobi lity anchor.

In the reactive handover case, after MNregistration at the nMAG the
l ocal mobility anchor SHOULD generically query the pMAG to retrieve
the multicast context of the ongoing nulticast subscription of the
nobi | e node. However, the LMA may know i n advance if the pMAG
supports nulticast signaling based on the value of the flag S
received during the MN registration in pMAG Specifically, in case
the pMAG does not support nulticast signaling (e.g., the S flag val ue
recei ved from pMAG at the tine of registering the nobile node was 0),
the LMA MAY decide not to query pMAG even in the case of receiving an
nMAG i ndi cation of supporting multicast signaling.

Once the nulticast subscription information is retrieved fromthe
pMAG the LMA encapsulates it in the PBA message by using the TLV
option Active Milticast Subscription and forwards the PBA nmessage to
the nMAG. Then, the nMAG can subscribe the nulticast flow on behalf
of the M\, if there is no other nobile node receiving it already at
the nMAG The nulticast status can be also set in advance for the
poi nt-to-point |link towards the nobil e node.
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5.2.2. Message Fl ow Description

Figure 3 summarizes this process.

RO + R RO + R
| MN | | PMAG | LMA | | NMAG
R + +o- -t R + +oo -+

|
MN Attached Event

|
|
|
1) I R AL I
| Subscr Query |
2) <o | |
| Subscr Resp | |
3) EEEEEEEEERRR >I I
(Mul'ticast Subscription |
i nfo forwarding) |
| |
| Ext’ d PBA |
4) [EEEEEEEERRE >I
5) Accept PBA,

|

|

| Mul ticast Group join
| and P-t-P status setup
| |

| ==Bi -Di r Tunnel =|

|
|

Figure 3. Reactive Handover

We next take as starting point the situation where an MNis attached
to the pMAG being nulticast enabled and maintaining an active
mul ticast subscription at this nonent.

The sequence of nessages for the handover of the nobile node is the
following (as depicted in Figure 3):

1. At a certaintime, the MNinitiates a handover process (e.g.,

because of better radio conditions) over a radi o access
controlled by a new MAG Then, the nMAG triggers a registration
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process by sending a PBU nessage (with flag S set to 1) to the
local nobility anchor. As it is a reactive case, the pMAGis not
aware of the detachnment process.

2. Prior to acknow edgi ng the recei ved PBU nessage, the LMA queries
the pMAG about if there is any active nmulticast subscription for
the M\, by sending a Subscription Query nessage.

3. The pMAG answers the LMA with a Subscription Response nessage
including the multicast context of the existing subscriptions.

4. After processing the pMAG answer, the LMA acknow edges (with flag
S set to 1) the PBU nessage, including the nmulticast subscription
information within the Active Milticast Subscription option. The
nMAG t hen processes the extended PBA nessage.

5. The nMAG processes the PBA message, and it proceeds to set up the
nmul ticast status of the point-to-point Iink between the nMAG and
the nobile node, and to join the content identified by (S, G on
behal f of the MN in case the nMAG is not receiving al ready such
content. The bidirectional tunnel is also set up between the
nMAG and the local mobility anchor if it has not been established
bef ore by anot her MN connection. At this nonent, the multicast
content can be served to the MN\. The unicast traffic for the
nobi | e node can be forwarded as well.

5.2.3. Further Considerations for the Reactive Handover Signaling

A handover event is managed i ndependently by the pMAG and nMAG It
is not a synchronized process. |n a reactive handover, the LNMA
receives a registration PBU from nMAG before a de-registration PBU is
recei ved from pMAG

In the nmessage flows detail ed above, it could be the case that the
LMA receives a de-registration PBU from pMAG just after sending the
Subscription Query nmessage, but before receiving the Subscription
Response nmessage. That de-registration PBU nessage from pMAG carries
the multicast subscription infornation required to assist the MNin

t he handover, so such valuable information SHOULD be kept by the LMNA
Furthernore, it is possible that once the Subscription Query nmessage
arrives to pMAG the pMAG could have al ready renoved the multicast
related information for the M\

In order to avoid losing the nulticast subscription information sent
in the de-registrati on PBU nessage, the local mobility anchor SHOULD
store it, and SHOULD include it in the PBA nessage towards the nMAG
in case the Subscription Response nessage fromthe pMAG does not
contain nulticast subscription information for the nobil e node.

Contreras, et al. Experi ment al [ Page 22]



RFC 7161 PM Pv6 Milticast Handover Optim zation March 2014

5.3. Prevention of Large Del ays of the Binding Acknow edgenent for
Uni cast Traffic

According to the message sequences described for the reactive
handover case, in case the LMA has to request the multicast
subscription information fromthe pMAG the binding request sent by
the nMAG i s naintained on-hold until the local nobility anchor
receives, processes and includes the multicast subscription
information into the extended PBA nessage. As a consequence, the
uni cast traffic may then suffer an extra delay notivated by the
multicast-related signaling. During that tine, the unicast traffic
with destination the MN being registered by the nMAG MAY be buffered
by the local nobility anchor.

In order to avoid any potential large delay in the forwarding of
uni cast traffic arriving at the LMA towards the MN, a nechani sm
SHOULD be i npl enented to decouple multicast fromunicast traffic
reception by the MN. Figure 4 shows this nmechani sm
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|

|

|

|

| | Subscr Resp
|

|

|

| and P-t-P status setup
|

|
| Mul ticast Group join
|
|

S R + oot S R + oot
| MN | | PMAG | LMA | | NMAG
oo - + oot oo - + oot

1) | | ==Bi -Di r Tunnel =| |

| unicast data | | |
| <-V-V-V-V-V-V-V-| | |
| | | |
| Multicast Data | | |
| <o | | |
| | | MN Attached Event
| | | PBU |
2 | | | <o |
| | Subscr Query | |

3) | | <eem e | |

| | | |

4) | | <PBA tiner starts> |

| | 111 |
| | 111 |

5) | | <PBA tiner expires> |

| | | |
| | | Ext’d PBA |
| | R >
| | | |
| | | Accept PBA
| | | |
| | | ==Bi -Di r Tunnel =|
| | | |
| | | Unicast Data |
| <-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-V-|
| | | |
| | | Subscr Query |

6) | | | <eem e |

| | Subscr Resp | |

7 | |- > |

| (Mul'ticast Subscription |
| i nfo forwarding) |
| | |
| |
8) | |- >
|
|
|
|
|
|

Figure 4: Decoupling of Unicast and Miulticast Signaling
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The sequence of nessages is the follow ng:

1. An MNis attached to the pMAG The MN is a multicast-enabl ed
node, and it is receiving both unicast and rmulticast traffic
si mul t aneousl y.

2. Sone time later, The MN initiates a handover process (e.g.
because of better radio conditions) over a radi o access
controll ed by a new nobile access gateway. Then, the nMAG
triggers a registration process by sending a PBU nessage (wth
flag S set to 1) to the local mobility anchor. As it is a
reactive case, the pMAG is not aware of the detachment process.

3. Prior to acknow edgi ng the received PBU nessage, the LMA deci des
to query the pMAG about if there is any active nulticast
subscription for the nobile node, by sending a Subscription Query
nmessage.

4. Imediately after sending the Subscription Query nessage, the LMA
starts the timer "PBA tiner", which determ nes the naxi mum
waiting time before the PBAis sent to avoid any potential |arge
delay in the forwarding of unicast traffic towards the M\

5. In case the "PBA tinmer" expires, the LMA acknow edges the PBU
nessage, by sending the PBA nessage with flag S=1, without the
mul ticast context information. The nMAG then processes the
ext ended PBA nmessage. Such acknow edgenment allows the nobile
node to receive the unicast traffic fromthat tinme on. The
bi directional tunnel is also set up between the nMAG and the LMA
if it has not been established before.

6. In parallel, the nMAG sends a Subscription Query nessage to the
LMA requesting the nulticast-subscription details yet unknown for
the mobil e node.

7. The pMAG answers the Subscription Query message originally sent
by the local nobility anchor, including the nulticast context.

8. After processing the pMAG answer, the LMA sends a Subscription
Response nmessage to the nMAG including the nulticast
subscription information within the Active Milticast Subscription
option. The nMAG processes the PBA nessage, and it proceeds to
set up the nulticast status of the point-to-point |ink between
the nMAG and the nobile node, and to join the content identified
by (S, G on behalf of the MNin case the nMAG is not receiving
al ready such content. The bidirectional tunnel is also set up
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between the nMAG and the LMA if it has not been established
before. At this monent, the multicast content can al so be served
to the nobil e node.

The "PBA tiner" in the LMA determines if the signaling flow foll ows
Figure 3 or Figure 4 in a reactive handover. A value of 0 for the
"PBA tiner" guarantees that the unicast traffic does not suffer any
delay (according to the Figure 4 signaling flow), because the PBA is
sent inmrediately after the LMA receives the PBU fromthe nMAG A
smal |l non-zero "PBA tiner" val ue MAY be used to reduce the signaling
load in the LMA and MAGs (as shown in the signaling flow of Figure 3
if the Subscription Response nessage fromthe pMAG is received at the
LMA before the "PBA tinmer" expires), but this has to be carefully

bal anced agai nst added delay to the unicast traffic.

6. | Pv4 Support

| Pv4- based nobil e nodes (being either |Pv4/1Pv6 dual -stack or

| Pv4-only enabl ed) can be supported in a PM Pv6 donain according to

[ RFC5844]. \When referring to multicast nmenbership protocols and
procedures, this means that I GW functionality has to be al so
supported between the PM Pv6 entities, as documented in [RFC6224], to
all ow the nobil e access gateway requesting nulticast contents to the
nobi lity anchor on behalf of the nobile nodes attached to it.

6.1. Active Miulticast Subscription for |IPv4

The Active Milticast Subscription option defined in Section 4.1,

whi ch transports the nulticast menbership context of the nobile node
duri ng handover, should be conpatible with | GW-based formats.
Specifically, the option format is defined for |Pv4d-based M\Ns as
fol |l ows:

0 1 2 3
012345678901234567890123456789¢01
s o S S e e ik i EIE TR R R R S ke S S S S
| Type | Lengt h | | GW Type
R e L o i e e b s i ik S R SR S
| |
+ Mul ticast Menbershi p Cont ext +
| |
B T s i I S e i S i i S S e S

|GWv3 is the primary objective for the definition of the option
format. 1GWv1 and | GWv2 are al so considered for backward
conpatibility. The alignnent requirement of this option is 4n+l
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Type:
56, which indicates the Active Milticast Subscription |Pv4 option
Lengt h:

8-bit unsigned integer indicating the length of the option in
octets, excluding the type and I ength fields.

| GWP type:
Field used to identify the IPv4 nulticast nmenbership protocol in
use, and the corresponding format of the next Milticast Menbership
Context information field. This field maps the type codification
used in the original | GW specifications for the Report nessage.
0x12: Use of 1GWv1 multicast nenbership protocol
0x16: Use of 1GWv2 multicast nenbership protocol
0x22: Use of 1GWv3 multicast nenbership protocol
Mul ticast Menbership Context:
Mul ticast subscription information corresponding to a single
subscribed nulticast address. Depending on the | GW version being
used by the nobile node, the format of the Milticast Menbership
Context could follow the follow ng formats:
* For 1GQWvl, the Goup Address format as defined in [RFC1112].
* For 1GWv2, the Goup Address format as defined in [ RFC2236].
* For 1GwWv3, the G oup Record format as defined in [ RFC3376].
6.2. Signaling Procedures for |Pv4 Support
CGeneric signaling procedures for the support of IPv4 in PM Pv6
domai ns have been already specified in [RFC5844]. In order to
prevent errors while signaling the ongoing multicast subscription for
a nobil e node during the handover process, the foll ow ng extensions
have to be considered in SIAL.
o If the registration/de-registration process in a handover is for
an | Pv6-only M\, and the type of the received Active Milticast

Subscription option indicates |Pv4, then the multicast menbership
context received MUST be silently discarded.
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o If the registration/de-registration process in a handover is for
an | Pvd-only M\, and the type of the received Active Milticast
Subscription option indicates |Pv6, then the multicast menbership
context received MIST be silently discarded.

o If the registration/de-registration process in a handover is for a
dual stack M\, the received Active Milticast Subscription option
(or options) MJST be accepted i ndependently of the type
i ndi cation.

6.3. Binding Cache Extensions for |Pv4 Support

Additionally, since the nulticast nenbership information is
temporally stored in the nobility anchor under some circunstances
(e.g., proactive handover), the binding cache entry for an |Pv4-based
mul ti cast - enabl ed MN shoul d be extended for storing the | GW-based
context formats nentioned above, including the | GW version

i ndi cat or.

7. Coexistence with PMPv6 Multicast Architectural Evolutions

Thr oughout this document, the base solution for nulticast support in
Proxy Mobile 1 Pv6, described in [RFC6224], has been implicitly
considered, i.e., both unicast and nulticast traffic addressing a
nobi |l e node is delivered via the standard PM Pv6 bidirectional tunne
bet ween LMA and MAG  Wiile here all multicast traffic is assumed to
be delivered via the local nobility anchor, the SI AL approach
described in this docunent can be also applied to other solutions in
which the multicast content is served fromother entities in the

PM Pv6 domai n, as described in [ RFC7028] to solve the tunne

conver gence probl em

In this case, the transfer of the nulticast context would al so pass
through the local mobility anchor, as described here. However, the
nMAG subscribes to the nulticast content through the node in charge
of distributing nmulticast according to the adopted sol ution for

mul ticast distribution in the PM Pv6 donmi n.

8. Security Considerations

Thi s proposal does not pose any additional security threats to those
already identified in [RFC5213]. Al the security considerations in
[ RFC5213] are directly applicable to this protocol. The signaling
nessages, Proxy Bindi ng Update, and Proxy Bi ndi ng Acknow edgenent
(extended with the new options defined in this docunent), the
Subscription Query Message, and the Subscription Response Message
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exchanged between the nobil e access gateway and the | ocal mobility
anchor, MJST be protected using end-to-end security association(s)
offering integrity and data origin authentication

The nobil e access gateway and the |local nobility anchor MJST

i npl enent the | Psec security mechani sm nandated by Proxy Mbile | Pv6
[ RFC5213] to secure the signaling described in this docunent. 1In the
foll owi ng, we describe the Security Policy Database (SPD) and
Security Associ ation Database (SAD) entries necessary to protect the
new signaling introduced by this specification (Subscription Query
Message and Subscription Response Message). W use the same format
used by [ RFC4877]. The SPD and SAD entries are only exanple
configurations. A particular nobile access gateway inplenmentation
and a local nobility anchor hone agent inplenmentation could configure
di fferent SPD and SAD entries as long as they provide the required
security of the signaling nmessages.

For the exanples described in this docunent, a nobbile access gateway

with address "mag _address_ 1", and a local nobility anchor with
address "l ma_address_1" are assumned.
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nobi | e access gateway SPD S:

- IF local _address = nmag_address_1 &

renote_address = | na_address_1 &

proto = MH & (rempte_nh_type = Subscription Query |
| ocal _mh_type = Subscription Response
renote_mh_type = Multicast Activity Indication Ack. |
| ocal _mh_type = Multicast Activity Indication)

Then use SA1 (QUT) and SA2 (IN)

nobi | e access gateway SAD
- SAL(QUT, spi_a, |l ma_address_1, ESP, TRANSPORT):
| ocal _address = nmag_address_1 &

renote_address = I na_address_1 &

proto = M

- SA2(IN, spi_b, nmag_address_1, ESP, TRANSPORT):
| ocal _address = I na_address_1 &

renote_address = nmag_address_1 &

proto = IVH

| ocal mobility anchor SPD S:

- IF local _address = I ma_address_1 &

renot e_address =mag_address_1 &

proto = MH & (rempte_nh_type = Subscription Response
| ocal _mh_type = Subscription Query |

renote_nmh_type = Miulticast Activity Indication

| ocal _mh_type = Multicast Activity Indication Ack.)
Then use SA2 (QUT) and SAl (IN)

| ocal mobility anchor SAD
- SA2(QUT, spi_b, mag address_ 1, ESP, TRANSPORT):

| ocal _address = I ma_address_1 &
renote_address = mag_address_1 &
proto = M

- SAL(IN, spi_a, |ma_address_1, ESP, TRANSPORT):
| ocal _address = mag_address_1 &

renote_address = I na_address_1 &

proto = IWH

While in the base solution the LMA has | earned of the subscribed
mul ticast groups per MAG in this specification the LMA is aware
(during a handover process) of the nmulticast groups to which an WMN
visiting the PMP domain is subscribed.
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9.

10.

11.

| ANA Consi der ati ons

Thi s docunent establishes new assignments to the | ANA mobility
paraneters registry.

o Mobility Header types: the Subscription Query (22) and
Subscription Response (23) mobility header types. The Type val ue
for these Headers has been assigned fromthe "Mbility Header
Types - for the MH Type field in the Mbility Header" registry
defined in <http://ww.iana.org/assi gnnents/nobility-paraneters>.

o Mobility options: the Active Milticast Subscription nmobility
option for both IPv4 (56) and I Pv6 (57) nodes of operation. The
Type value for these Mbility options has been assigned fromthe
"Mobility Options" registry defined in <http://ww.iana.org/
assi gnment s/ nobi | i ty-paranet ers>.

o Flags: this docunment reserves a new nulticast Signaling flag (9S)
This flag has been reserved as val ue 0x0020 in the "Bindi ng Update
Fl ags" registry and value 0x04 in the "Bindi ng Acknow edgment
Fl ags" registry. These registries appear on <http://ww.iana. org/
assi gnment s/ nobi | i ty-paranet ers>.
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Appendi x A, Perfornance Conparison with Base Sol ution

This informative annex briefly anal yzes and conpares the performance
i mprovenent provided by the fast handover extensions specified in
this document with the base multicast solution defined in [ RFC6224].
The main aimis to determne the potential delay reduction in the
acquisition of the multicast subscription informati on by the nMAG
during the MN handover. To do that, the analysis focuses on the
del ay additional to the unicast handover due to the multicast
operation in both cases.

Di fferent delay conponents have to be taken into account for this
conparison. Since the interaction between the actors during the
handover process (M\, pMAG nMAG LMA) is different for each of the
solutions, different sources of delay can be expected for each of
them

A.1. Delay Characterization of the Base Sol ution

The base solution relies on the standard M.D procedures to obtain the
mul ticast subscription information directly fromthe MN. Once the
nMAG conpl etes the configuration of point-to-point link to the
attaching MN (the configuration of this link as downstreaminterface
of an M.D proxy instance can run in parallel), it imrediately sends
an MLD General Query towards the MN for |earning of any active

nmul ticast subscription by the MN. Wen the M receives the M.D
Query, the MN provides information about the active nmenberships it

mai ntains in the formof an M.D Report nessage. After successfu
transm ssion of this information via the wireless point of attachnent
to NnMAG, the corresponding MLD proxy instance at the nMAG sets up the
nmul ticast status of the downstreaminterface. According to this
process, the delay is originated on the MAG MN conmmuni cati on

The del ay conponents to be considered for the base solution are the
fol | owi ng:

o D bh, which is the unidirectional (one-way) delay encountered in
the transm ssion path between the nMAG and the wi rel ess point of
attachnent.

o Dradio, which is the unidirectional delay due to the transfer of
M.D control nessages over the radi o channel (user plane) between
the wirel ess point of attachment and the M\, for the M.D Query and
Report nessages.

o Dmd, which is the delay incurred by the MN to answer the M.D
Query.
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The total observed delay can be then fornul ated as:
D base = 2 x (D bh + Dradio) + Dnd
A. 2. Delay Characterization of SIAL

As described in this docunent, it is possible to distinguish two
scenari os depending on the order in which the LMA receives the
notifications of the MN registration and de-registration in the nMAG
and the pMAG respectively.

In the proactive case, the MNis firstly de-registered by the pMAG
and later on it is registered by the nMAG As specified in this
docunent, the LMA stores the nulticast subscription information,
which is provided to the nMAG during the MN registration process.
Since the registration process necessarily happens before the M.D
Query and Report process described in the base solution, the
proactive case is inherently faster than the base solution. |In fact,
since the nulticast subscription information is acquired properly
during the registration process, the delay incurred is null.

In the reactive case, the LMA receives the MN registration fromthe
nMAG wi t hout havi ng previously received the MN de-registration from
the pMAG I n case the MN nmaintains an active subscription, the LMA
queries the pMAG to retrieve the nulticast subscription informtion,
which is forwarded to the nMAG  According to this process, the del ay
is originated on the MAG LMA comuni cati on.

The del ay conponents to be considered for the base solution are the
fol | owi ng:

o Dnet, which is the unidirectional delay found in the network path
bet ween the LMA and the MAG

The total observed delay can be then fornul ated as:
D sial =2 x D net

A. 3. Performance Conparison
The performance of the base solution is highly dependent on the radio
technol ogy used by the MNto attach to the PM Pv6 domain. Different
radi o technol ogi es have distinct properties in terns of radio

fram ng, radio access contention or collision avoidance, channel
reliability, etc.
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New radi o access technol ogi es, such as the one specified in new Long
Term Evol ution (LTE) standards intend to reduce the latency in order
to provide high-speed conmunications. Even though, typical one-way
|atencies in the LTE radi o access will stay around 15 ns [ Verizon].

The backhaul del ay characterization becones problematic. In a rea
network, there are several solutions for the backhaul connection in
terns of network topology (ring, star, point-to-point, etc.) and
technol ogy (optical fiber, nicrowave transm ssion, xDSL-based
accesses, etc.), all of them having distinct properties in ternms of
performance, reliability, and delay. These solutions comonly
coexist in a real nmobile network, in such a way that an MN changi ng
the point of attachnent can pass snoothly fromone solution to
another. A value of D bh =5 ns can be established as the typica
val ue for the backhaul latency in nodern networks.

Finally, the M.D induced delay is intrinsic to the MD protoco
specification. A host receiving an M.D Query nessage waits a random
time in the range (0, Maxi num Response Delay) to send the M.D Report
nmessage. The default value of the Maxi num Response Del ay
(configurable through the Query Response Interval in MD) is 10 s in
[ RFC2710] and [RFC3810]. In [RFC6636] the effect of tuning the value
of the Query Response Interval is analyzed and 5 s is the snmall est

val ue recommended (best case). Then, on average, a potential delay
of 5 s or 2.5 s, default and best case respectively, can be expected.

As we have seen, D base is, on average, greater than 2.5 s with the
best case of the values of Query Response Interval in MD that are
recormended in [ RFC6636]. That means that the handover delay of the
base solution is on the order of seconds, while in the solution
presented in this specification it is on the order of mlliseconds
(as shown below). To inprove the performance of the base solution
we could further reduce the value of Query Response Interval, but the
i mplications of doing so would need to be carefully analyzed. Even
if we assune that Query Response Interval is 0 s, D base would be
around 2 x (5 nms + 15 ns) = 40 ns for |ast-generation systens. Note
that this calculation does not take into account the necessary tine
to re-establish the data plane after the handover to nake possible
the MLD Query reception. The expected delay will get rmuch worse for
ol der generation systens (e.g., 3G based radio systens can suffer
radi o delays in the order of hundreds of ns).

For the SIAL case, the delay in the MAG LMA comunication will be
derived fromthe network diameter (i.e., the nunber of hops found
between the MAG and the LMA in the PM Pv6 domain). This is largely

i nfl uenced by the internal network planning. An administrative
domain can typically have in the order of five hops from access to
the interconnection gateway providing connectivity to other networks.
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Even if the LMA plays a central role topologically in the PM Pv6
domai n, such nunber of hops seens reasonable in a commopn nation-w de
network. Each hop in the path between MAG and LMA will add a certain
del ay, which can be estimated to be around 1 nms in the best case

[ Papagi annaki] and 3 nms in the worst case [Y.1541]. Wth this in
mnd, a total delay D sial of around 2 x 5 x 3 ns = 30 ns can be
expected in the worst case.

Then, in conclusion, in a typical deploynent, it can be stated that
the SI AL proposal, even for the worst-case consideration, wll
perform better than the best-case situation for the base sol ution

whi ch consists of the | ast-generation radio technology, LTE. For any
ot her radi o technol ogy, the base solution will show even | arger

devi ations fromthe delay achievable with the SI AL sol ution
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