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Abst r act

Mul ticast comuni cati on can be enabled in Proxy Mbile I Pv6 (PM Pv6)
domains via the Local Mbility Anchors by depl oying Milticast

Li stener Discovery (M.D) proxy functions at Mbile Access Gateways,
by using direct traffic distribution within an | SP’s access network,
or by selective route optim zation schenmes. This docunent describes
a base solution and an experinmental protocol to support nobile

mul ticast senders in PM Pv6 domains for all three scenarios.

Protocol optinizations for synchronizing PMPv6 with PIM as well as
a peering function for M.D proxies are defined. Mbile sources

al ways remain agnostic of nulticast nmobility operations.

Status of This Meno

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmunity. This document is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l documents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7287
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1

| ntroducti on

Proxy Mobile IPv6 (PMPv6) [RFC5213] extends Mobile I Pv6 (M Pv6)

[ RFC6275] by networ k- based managenment functions that enable I P
mobility for a host without requiring its participation in any
nobility-related signaling. Additional network entities called Loca
Mobility Anchor (LMAs) and Mobil e Access Gateways (MAGs) are
responsi ble for managing IP nobility on behalf of the nobile node
(MV). An M connected to a PM Pv6 domain, which only operates
according to the base specifications of [RFC5213], cannot participate
in multicast communi cation, as MAGs will discard group packets.

Mul ticast support for nobile |isteners can be enabled within a PM Pv6
donmai n by depl oyi ng MLD proxy functions at ©Mbile Access Gateways,
and mul ticast routing functions at Local Mbility Anchors [ RFC6224].
Thi s base depl oynent option is the sinplest way to PM Pv6 nulticast
extensions in the sense that it follows the conmon PM Pv6 traffic
nodel and neither requires new protocol operations nor additiona
infrastructure entities. Standard software functions need to be
activated on PM Pv6 entities, only, at the price of possibly non-
optimal multicast routing.

Al ternate solutions |everage performance optinization by providing
nmul ticast routing at the access gateways directly [ MJLTI-EXT] or by
using selective route optinization schenes [ RFC7028]. Such
approaches (partially) follow the nodel of providing multicast data
services in parallel to PMPv6 unicast routing [RFC7161].

Mul ticast |istener support satisfies the needs of receptive use cases
such as | PTV or server-centric gam ng on nobiles. However, current
trends in the Internet devel op towards user-centric, highly
interactive group applications |ike user-generated stream ng
conferencing, collective nobile sensing, etc. Many of these popul ar
applications create group content at end systens and can largely
profit froma direct data transm ssion to a nulticast-enabl ed

net wor k.

Thi s docunent describes the support of nobile nulticast senders in
Proxy Mobile |1 Pv6 domains for the base depl oyment scenario [ RFC6224],
for direct traffic distribution within an | SP s access network, as
well as for selective route optimnm zation schenes. The source
nobility problemas discussed in [ RFC5757] serves as a foundation of
this docunent. Mbile nodes in this setting renmain agnostic of

mul ticast nobility operations.
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2. Term nol ogy

Thi s docunent uses the term nology as defined for the mobility
protocol s [ RFC6275], [RFC5213], and [ RFC5844], as well as the

mul ticast routing [ RFC4601] and edge-rel ated protocol s [ RFC3376],
[ RFC3810], and [ RFC4605].

Thr oughout this docunment, we use the follow ng acronyns:

HNP Honme Network Prefix as defined in [ RFC5213].

MAG Mobil e Access Gateway as defined in [ RFC5213].

M.D Mul ticast Listener Discovery as defined in [RFC2710] and
[ RFC3810] .

Pl M Prot ocol | ndependent Multicast as defined in [ RFC4601].

PM Pv6 Proxy Mobile I1Pv6 as defined in [ RFC5213].
2.1. Requirements Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

3. Base Solution for Source Mbility and PM Pv6 Routing

3.1. Overview

The reference scenario for nulticast deploynent in Proxy Mobile | Pv6
domains is illustrated in Figure 1. It displays the general setting
for source nobility -- nobile nodes (M\s) with Home Network Prefixes
(HNPs) that receive services via tunnels, which are spanned between a
Local Mobility Anchor Address (LMAA) and a Proxy Care-of - Address
(Proxy-CoA) at a Mbility Access Gateway (MAG. MAGs play the role
of first-hop access routers that serve multiple MNs on the downstream
whil e running an MLD/ I GW proxy instance for every LMA upstream
tunnel .
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Figure 1. Reference Network for Multicast Depl oynent in PM Pv6

An MN in a PMPv6 donain will decide on nulticast data transm ssion
conpl etely independent of its current nobility conditions. It wll
send packets as initiated by applications, using its source address
with an HNP and a nulticast destination address chosen by application
needs. Milticast packets will arrive at the currently active MAG via
one of its downstreamlocal (wireless) links. A nulticast-unaware
MAG woul d sinply discard these packets in the absence of instructions

for packet processing, i.e., a Milticast Routing Information Base
(MRI B) .

Schmidt, et al. Experi ment al [ Page 6]



RFC 7287 Mul ti cast Senders in PM Pv6 June 2014

An MN can successfully distribute nulticast data in PMPv6, if MD
proxy functions are deployed at the MAG as described in [ RFC6224] .
In this setup, the M.D proxy instance serving a nobile multicast
source has configured its upstreaminterface at the tunnel towards
the MN' s corresponding LMA. For each LMA, there will be a separate
i nstance of an M.D proxy.

According to the specifications given in [ RFC4605], multicast data
arriving froma downstreaminterface of an M.D proxy will be
forwarded to the upstreaminterface and to all but the incom ng
downstream interfaces that have appropriate forwarding states for
this group. Thus, nulticast streans originating froman M will
arrive at the corresponding LMA and directly at all nobile receivers
co-located at the sane MAG and M.D proxy instance. Serving as the
designated nulticast router or an additional MD proxy, the LMA
forwards data to the fixed Internet, whenever forwarding states are
mai ntai ned by multicast routing. If the LMA is acting as another MD
proxy, it will forward the nulticast data to its upstreaminterface
and to downstreaminterfaces with matchi ng subscriptions,

accordi ngly.

In case of a handover, the MN (being unaware of IP nmobility) can
continue to send nulticast packets as soon as network connectivity is
re-established. At this tine, the MAG has determ ned the
correspondi ng LMA, and | Pv6 unicast address configuration (including
PM Pv6 bi ndi ngs) has been conpleted. Still, multicast packets
arriving at the MAG are discarded (if not buffered) until the MAG has
conpl eted the foll owi ng steps.

1. The MAG has determned that the MNis adm ssible to multicast
servi ces.

2. The MAG has added the new downstream|ink to the M.D proxy
instance with an uplink to the correspondi ng LMA

As soon as the MN's uplink is associated with the correspondi ng M.D
proxy instance, multicast packets are forwarded again to the LMA and
eventually to receivers within the PMP domain. (See the call flow
in Figure 2.) In this way, nulticast source mobility is
transparently enabled in PM Pv6 domains that deploy the base scenario
for multicast.
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Legend: Rtr Sol - ICMPv6 Router Solicitation

Rtr Adv - | CVWPv6 Router Advertisement
Figure 2: Call Flow for G oup Comrunication in Milticast-Enabled PMP

These multicast depl oynent considerations |ikew se apply for nobile
nodes that operate with their |Pv4 stack enabled in a PM Pv6 domai n.
PM Pv6 can provide | Pv4d hone address nobility support [RFC5844].

I Pv4 multicast is handled by an | GW proxy function at the MAG in an
anal ogous way.

Fol | owi ng t hese depl oynment steps, multicast traffic distribution
transparently interoperates with PMPv6. It is worth noting that an
MN -- while being attached to the sane MAG as the nobile source, but
associated with a different LMA -- cannot receive multicast traffic
on a shortest path. Instead, nulticast streanms flow up to the LMA of
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the nobile source, are transferred to the LMA of the nobile |istener
and are tunnel ed downwards to the MAG again. (See Section 5 for
further optimnizations.)

3.2. Base Solution for Source Mdbility: Details

Support of multicast source nobility in PMPv6 requires that genera
mul ticast functions be deployed at PMPv6 routers and that their
interactions with the PM Pv6 protocol be defined as foll ows.

3.2.1. Qperations of the Mbile Node

A mobile node willing to send nulticast data will proceed as if
attached to the fixed Internet. No specific nobility or other
multicast-related functionalities are required at the M\

3.2.2. (Operations of the Mbile Access Gateway

A Mobile Access Gateway is required to have M.D proxy instances

depl oyed, one for each tunnel to an LMA, which serves as its unique
upstreamlink (cf. [RFC6224]). On the arrival of an M\, the MAG

deci des on the mappi ng of downstreamlinks to a proxy instance and
the upstreamlink to the LMA based on the regul ar Bi ndi ng Update Li st
as mmi ntai ned by PM Pv6 standard operations. Wen nulticast data is
received fromthe M\, the MAG MJUST identify the correspondi ng proxy
instance fromthe incoming interface and forwards multicast data
upstream according to [ RFC4605] .

The MAG MAY apply special adm ssion control to enable multicast data
transmssion froman MN. It is advisable to take special care that
M.D proxy inplenentations do not redistribute nmulticast data to
downstream interfaces wi thout appropriate subscriptions in place.

3.2.3. Qperations of the Local Mbility Anchor

For any M\, the Local Mobility Anchor acts as the persistent Hone
Agent and at the sane tine as the default nulticast upstreamfor the

corresponding MAG It will nanage and nmaintain a multicast
forwardi ng i nformati on base for all group traffic arriving fromits
nmobi l e sources. It SHOULD participate in multicast routing functions

that enable traffic redistribution to all adjacent LMAs within the
PM Pv6 domai n and t hereby ensure a continuous receptivity while the
source is in notion.
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3.2.3.1. Local Mbility Anchors Operating PIM

Local Mobility Anchors that operate the Protocol |ndependent

Mul ticast - Sparse Mdde (PIMSM routing protocol [RFC4601] will
require sources to be directly connected for sending PIMregisters to
the Rendezvous Point (RP). This does not hold in a PMPv6 domain, as
MAGs are routers internmediate to the MN and the LMA. |In this sense
IMNs are nulticast sources external to the PIM SM domain

To mitigate this inconpatibility conmon to all subsidiary M.D proxy
domai ns, the LMA MUST act as a Pl M Border Router and activate the
Border-bit. 1In this case, the DirectlyConnected(S) is treated as
bei ng TRUE for nobile sources and the PIMSM forwarding rule "iif ==
RPF_interface(S)" is relaxed to be TRUE, as the incom ng tunne
interface fromMAG to LMA is not considered part of the PIM SM
conponent of the LMA (see Appendi x A 1 of [RFC4601] )

In addition, an LMA serving as the PI M Designated Router (DR) is
connected to MLD proxies via individual |P tunnel interfaces and wl]l
experi ence changing Pl M source states on handover. As the incom ng
interface connects to a point-to-point link, PIMAssert contention is
not active, and incomng interface validation is only perforned by
Reverse Path Forwardi ng (RPF) checks. Consequently, a PIM DR SHOULD
update i ncom ng source states, as soon as RPF inspection succeeds,
i.e., after the PMPv6 forwardi ng state update. Consequently, PIM
routers SHOULD be abl e to nanage these state changes, but sone

i mpl enentati ons are expected to incorrectly refuse packets until the
previous state has tined out.

Not ably, running Bidirectional PIM(BID R-PIM [RFC5015] on LMAs
remai ns robust with respect to source |location and does not require
speci al configurations or state nanagenent for sources.

3.2.4. | Pv4 Support

An W in a PMPv6 domain may use an | Pv4 address transparently for
conmuni cation as specified in [ RFC5844]. For this purpose, an LMA
can register an | Pv4-Proxy-CoA in its Binding Cache, and the MAG can
provide | Pv4 support in its access network. Correspondingly,
mul ti cast nenbershi p managenent will be perforned by the M using
|GW. For nulticast support on the network side, an | GVWP proxy
function needs to be deployed at MAGs in exactly the sane way as for

| Pv6. [RFC4605] defines | GW proxy behavior in full agreenent with

| Pv6/ MLD. Thus, |Pv4 support can be transparently provided follow ng
t he obvi ous depl oynment anal ogy.
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For a dual -stack | Pv4/1Pv6 access network, the MAG proxy instances
SHOULD choose mul ticast signaling according to address configurations
on the link, but they MAY subnmit |GW and M.D queries in parallel, if
needed. It should further be noted that the infrastructure cannot
identify two data streans as identical when distributed via an |Pv4
and I Pv6 nulticast group. Thus, duplicate data may be forwarded on a
het er ogeneous network | ayer.

The following points are worth noting about the scenario in [ RFC5845]
i n which overl apping private address spaces of different operators
can be hosted in a PMP domain by using Generic Routing Encapsul ation
(GRE) with key identification. This scenario inplies that unicast
conmuni cation in the MAG LMA tunnel can be individually identified

per MN by the GRE keys. This scenario still does not inpose any
special treatment of nulticast comunication for the follow ng
reasons.

Multicast streans fromand to MNs arrive at a MAG on poi nt-to-point
links (identical to unicast). Milticast data transm ssion fromthe
MAG to the corresponding LMA is |ink-1ocal between the routers and
routing/ forwardi ng remains i ndependent of any individual MN. So, the
MAG- proxy and the LMA SHOULD NOT use GRE key identifiers, but plain
GRE in nulticast comunication (including M.D queries and reports).
Multicast traffic is transmtted using router-to-router forwarding
via the MAG to-LMA tunnels and according to the MRIB of the MAG or
the LMA. It remrmins independent of MN s unicast addresses, while the
MAG proxy instance redistributes multicast data down the point-to-
point links (interfaces) according to its | ocal subscription states,

i ndependent of | P addresses of the M\

3.2.5. Efficiency of the Distribution System

The distribution system of the base solution directly foll ows PM Pv6
routing rules and organi zes nulticast domains with respect to LMAs.
Thus, no coordination between address spaces or services is required
bet ween the different instances, provided their associated LMAs

bel ong to disjoint nulticast donains. Routing is optinmal for

conmuni cati on between MNs of the same domain or stationary

subscri bers.

In the follow ng situations, efficiency-related issues remain

Mul ticast reception at LMA
In the current depl oynent scenario, the LMA will receive al
multicast traffic originating fromits associated MNs. There is
no mechani smto suppress upstream forwarding in the absence of
receivers.
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MNs on the sane MAG using different LMAs
For a nobile receiver and a source that use different LMAs, the
traffic has to go up to one LMA, cross over to the other LMA, and
then be tunnel ed back to the same MAG causing redundant flows in
the access network and at the MAG

These remai ning deficits in routing efficiency can be resol ved by
addi ng peering functions to M.D proxies as described in Section 5.

4. Direct Milticast Routing

There are depl oynment scenarios, where nulticast services are
avai | abl e t hroughout the access network independent of the PM Pv6

routing system[RFC7028]. |In these cases, the visited networks grant
a local content distribution service (in contrast to LMA-based homne
subscription) with locally optimzed traffic flows. It is also

possi ble to deploy a m xed service nodel of |ocal and LMA-based
subscriptions, provided that a unique way of service selection is
i mpl enented. For exanple, access routers (MAGs) coul d deci de on
servi ce access based on the nulticast address G or the source-
specific nulticast (SSM channel (S, G under request. (See
Appendi x A for further discussions.)

4.1. Overview
Direct nmulticast access can be supported by
o native multicast routing provided by one nmulticast router that is
nei ghbori ng M.D proxi es depl oyed at MAGs within a flat access

network, or via tunnel uplinks,

o a multicast routing protocol such as PIM SM [ RFC4601] or BIDI R-PIM
[ RFC5015] depl oyed at the MAGs.
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Figure 3: Reference Networks for (a) Proxy-Assisted Direct Milticast
Access and (b) Dynam c Miulticast Routing at MAGs

Figure 3 displays the correspondi ng depl oynent scenari os that
separate nulticast fromPM Pv6 unicast routing. It is assumed

t hroughout these scenarios that all MAGs (M.D proxies) are linked to
a single nmulticast routing domain. Notably, this scenario requires
coordi nation of multicast address utilization and service bindings.

Multicast traffic distribution can be sinplified in these scenarios.
A single proxy instance at MAGs with uplinks into the multicast
domain will serve as a first-hop nulticast gateway and avoid traffic
duplication or detour routing. Milticast routing functions at MAGs
will seam essly enbed access gateways within a nmulticast cloud.
However, mobility of the nulticast source in this scenario wll
require sone nulticast routing protocols to rebuild distribution
trees. This can cause significant service disruptions or delays (see
[ RFC5757] for further aspects). Deploynent details are specific to
the multicast routing protocol in use; this is described bel ow for
conmon pr ot ocol s.

4.2. MD Proxies at MAGs
In a PM Pv6 domain, single M.D proxy instances can be depl oyed at

each MAG that enable nmulticast service at the access via an uplink to
a nulticast service infrastructure (see Figure 3(a)). To avoid
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service disruptions on handovers, the uplinks of all proxies SHOULD
be adjacent to the sanme next-hop nulticast router. This can either
be achi eved by arranging proxies within a flat access network or by
usi ng upstreamtunnels that term nate at a common multicast router.

Mul ticast data submitted by a nobile source will reach the M.D proxy
at the MAG that subsequently forwards flows to the upstreamand to
all downstreaminterfaces with appropriate subscriptions. Traversing
the upstreamwi ||l transfer traffic into the nmulticast infrastructure
(e.g., to a PIMDesignated Router) that will route packets to al

| ocal MAGs that have joined the group, as well as further upstream
according to protocol procedures and forwardi ng states.

On handover, a nobile source will reattach to a new MAG and can
continue to send nulticast packets as soon as PM Pv6 uni cast
configurations have been conpleted. Like at the previous MAG the
new MLD proxy will forward data upstream and downstreamto
subscribers. Listeners local to the previous MAG will continue to
receive group traffic via the local nulticast distribution
infrastructure followi ng aggregated |istener reports of the previous
proxy. In general, traffic fromthe nobile source continues to be
transmtted via the same next-hop nulticast router using the sane
source address and thus remai ns unchanged when seen fromthe w der
mul ticast infrastructure

4.2.1. Considerations for PIM SM on the Upstream

A nmobil e source that transmts data via an M.D proxy will not be
directly connected to a PI M Desi ghated Router as discussed in
Section 3.2.3.1. Counterneasures apply correspondi ngly.

A PI M Desi gnated Router that is connected to M.D proxies via

i ndi vidual P tunnel interfaces will experience invalid PIM source
states on handover. |In sone inplenmentations of PIMSM this could
lead to an interimpacket |oss (see Section 3.2.3.1). This problem
can be nitigated by aggregating proxies on a |ower |ayer.

4.2.2. SSM Consi derations

Sour ce-specific subscriptions invalidate with routes, whenever the
source moves fromor to the MAG proxy of a subscriber. Milticast
forwarding states will rebuild with unicast route changes. However,
this my |l ead to noticeable service disruptions for locally

subscri bed nodes.
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4.3. PIMSMat MAGs

The full-featured multicast routing protocol PIMSM MAY be depl oyed
in the access network for providing nulticast services in parallel to
uni cast routes (see Figure 3(b)). Throughout this section, it is
assuned that the PMPv6 nobility domain is part of a single PIMSM
nmul ticast routing domain with PIMSMrouting functions present at al
MAGs and all LMAs. The PIMrouting instance at a MAG SHALL then
serve as the Designated Router (DR) for all directly attached Mobile
Nodes. For expediting handover operations, it is advisable to
position PI M Rendezvous Points (RPs) in the core of the PM Pv6
networ k domain. However, regular IP routing tables need not be
present in a PMPv6 depl oynent, and additional effort is required to
establish reverse path forwarding rules as required by PIMSM

4.3.1. Routing Information Base for PIM SM

In this scenario, PIMSMw Il rely on a Miulticast Routing Infornmation
Base (MRIB) that is generated i ndependently of the policy-based
routing rules of PMPv6. The granularity of nmobility-related routing
| ocators required in Pl M depends on the conplexity (specific phase)
of its deployment.

For all three phases in the operation of PIM (see [RFC4601]), the
following information i s needed.

o Al routes to networks and nodes (including RPs) that are not
nobi |l e nenbers of the PM Pv6 domain MUST be defined consistently
among PIMrouters and MJST remai n unaffected by node mobility.
The setup of these general routes is expected to follow the
topol ogy of the operator network and is beyond the scope of this
document .

The following route entries are required at a Pl M operating MAG when
phase two or three of PIMor PIMSSMis in operation

o Local routes to the Hone Network Prefixes (HNPs) of all MN\s
associated with their correspondi ng point-to-point attachnents
that MUST be included in the |ocal MR B.

o Al routes to M\s that are attached to distant MAGs of the PM Pv6
domai n point towards their corresponding LMAs. These routes MJST
be made available in the MRIB of all PIMrouters (except for the
| ocal MAG of attachnment), but they MAY be eventually expressed by
an appropriate default entry.
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4.3.2. (Qperations of PIMin Phase One (RP Tree)

A new nobile source Swll transmt multicast data of group G towards
its MAG of attachment. Acting as a PIM DR, the access gateway w ||
uni cast - encapsul ate the multicast packets and forward the data to the
Virtual Interface (VI) with encapsul ation target RP(G, a process
known as "PI M source registering”". The RP will decapsul ate and
natively forward the packets down the RP-based distribution tree
towards (mobile and stationary) subscribers.

On handover, the point-to-point |link connecting the nmobile source to
the old MMAGw Il go down and all (S,*) flows term nate. |n response,
the previous DR (MAG deactivates the data encapsul ati on channels for
the transient source (i.e., all DownstreamJPState(S,*,VI) are set to
Nolnfo state). After reattaching and conpl eting uni cast handover
negoti ati ons, the nobile source can continue to transmit nulticast
packets, while being treated as a new source at its new DR (MAG.
Source register encapsulation will be inmrediately initiated, and
(S, data continue to flow natively down the (*, G RP-based tree.

Sour ce handover managenent in Pl M phase one adnits | ow conplexity and
remai ns transparent to receivers. |In addition, the source register
tunnel managenent of PIMis a fast protocol operation that introduces
little overhead. In a PMPv6 depl oynent, PIM RPs MAY be configured
touninitiated (S,G shortest path trees for nobile sources, and thus
remai n in phase one of the protocol. The price to pay for such
sinplified deploynment lies in possible routing detours by an overall
RP- based packet distribution.

4.3.3. (Qperations of PIMin Phase Two (Regi ster-Stop)

After receiving source regi ster packets, a PIMRP eventually w ||
initiate a source-specific Join for creating a shortest path tree to
the (nmobile) source S and issue a source register stop at the native
arrival of data fromS. For initiating an (S,G tree, the RP, as
well as all internediate routers, require route entries for the HNP
of the MNthat -- unless the RP coincides with the MAG of S -- point
towards the corresponding LMA of S. Consequently, the (S, G tree
will proceed fromthe RP via the (stable) LMA down the LMA- MAG
tunnel to the mobile source. This tree can be of |ower routing
efficiency than the PI M source register tunnel established in phase
one.

On handover, the nobile source reattaches to a new MAG (DR), and

PM Pv6 uni cast management will transfer the LMA- MAG tunnel to the new
poi nt of attachnent. However, in the absence of a correspondi ng
mul ticast forwarding state, the new DRwill treat S as a new source
and initiate a source registering of PIMphase one with the RP. In
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response, the PIMRP wi |l recognize the known source at a new
(tunnel) interface and will imediately respond with a register stop.
As the RP had previously joined the shortest path tree towards the
source via the LMA, it will see an RPF change when data arrives at a

new interface. This is inplenmentation dependent and can trigger an
update of the PPMMRIB as well as a new PIM Join nessage that will
install the multicast forwarding state nmissing at the new MAG

QO herwise, the tree is periodically updated by Joins transnmitted
towards the new MAG on a path via the LMA. In proceeding this way, a
qui ck recovery of PIMtransition from phase one to two will be
performed per handover.

4.3.4. (Qperations of PIMin Phase Three (Shortest-Path Tree)

In response to an exceeded threshol d of packet transm ssion, DRs of
receivers eventually will initiate a source-specific Join for
creating a shortest path tree to the (nobile) source S, thereby
transitioning PIMinto the final shortcut phase three. For all
receivers not sharing a MMGwith S, this (S,G tree will range from
the receiving DR via the (stable) LMA the LMA-MAG tunnel, and the
serving MAG to the nmobile source. This tree is of higher routing
efficiency than that established in the previous phase two, but it
need not outperformthe PIM source register tunnel established in
phase one. It provides the advantage of imrediate data delivery to
receivers that share a MAGwith S

On handover, the nobile source reattaches to a new MAG (DR), and

PM Pv6 uni cast managenent will transfer the LMA-MAG tunnel to the new
poi nt of attachnent. However, in the absence of a correspondi ng
nmul ticast forwarding state, the new DR wll treat S as a new source
and initiate a source registering of PIMphase one. A PIM

i mpl ementation conmpliant with this change can recover phase three
states in the following way. First, the RP recovers to phase two as
described in the previous section and will not forward data arriving
via the source register tunnel. Tree mmintenance eventually
triggered by the RPF change (see Section 4.3.3) will generate proper
states for a native forwarding fromthe new MAG via the LMA
Thereafter, packets arriving at the LMA wi thout source register
encapsul ati on are forwarded natively along the shortest path tree
towards receivers.

In consequence, the PIMtransitions fromphase one to two to three

wi Il be quickly recovered per handover but still lead to an enhanced
signaling load and intermedi ate packet | oss.
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4.3.5. PIMSSM Consi derations

Sour ce-specific Joins of receivers will guide PIMto operate in SSM
node and lead to an i nmedi ate establishnent of source-specific
shortest path trees. Such (S, G trees will equal the distribution
systemof PIMs final phase three (see Section 4.3.4). However, on
handover and in the absence of RP-based data distribution, SSM data
delivery cannot be resuned via source registering as in Pl M phase
one. Consequently, data packets transmtted after a handover will be
di scarded at the MAG until regul ar tree mai ntenance has reestablished
the (S, G forwarding state at the new MAG

4.3.6. Handover Optim zations for PIM

Sour ce-specific shortest path trees are constructed in PI M SM (phase
two and three) and in PIM SSM These RPF-trees traverse LMA- MAG
tunnel s towards a source. As PIMrenains unaware of source mobility
managenent, these trees invalidate under handovers with each tunnel
re-establishment at a new MAG Regular tree maintenance of PIMw I
recover the states, but it remains unsynchronized and too slowto
seam essly preserve PIMdata distribution services.

A nmethod to quickly recover PIM (S, G trees under handover SHOULD
synchroni ze nulticast state mmintenance with uni cast handover
operations and can proceed as follows. On handover, an LMA reads all
(S, Join states fromits corresponding tunnel interface and
identifies those source addresses S i that match noving HNPs. After
re-establishing the new tunnel, it SHOULD associate the (S_.i,*) Join
states with the new tunnel endpoint and imredi ately trigger a state
mai nt enance (PI M Join) nessage. |In proceeding this way, the source-
specific PIMstates are transferred to the new tunnel endpoint and
propagated to the new MAG i n synchrony w th uni cast handover
procedures.

4.4. BID R-PIM

Bl DI R-PI M MAY be depl oyed in the access network for providing

mul ticast services in parallel to unicast routes. Throughout this
section, it is assumed that the PM Pv6 nmobility domain is part of a
single BIDOR-PIM nul ticast routing domain with BIDIR PIMrouting
functions present at all MAGs and all LMAs. The PIMrouting instance
at a MAG SHALL then serve as the Designated Forwarder (DF) for all
directly attached Mobile Nodes. For expediting handover operations,
it is advisable to position BID R PIM Rendezvous Poi nt Addresses
(RPAs) in the core of the PMPv6 network domain. As regular IP
routing tabl es need not be present in a PM Pv6 depl oynent, reverse
path forwarding rules as required by BID R-PIM need to be

est abl i shed.
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4.4.

4.4.

Sch

1. Routing Information Base for BID R Pl M

In this scenario, BIDDRPIMw Il rely on a Miulticast Routing
Informati on Base (MRIB) that is generated independently of the

pol i cy-based routing rules of PMPv6. The follow ng information is
needed.

o Al routes to networks and nodes (including RPAs) that are not
nobi | e menbers of the PM Pv6 domai n MUST be defined consistently
among BIDIR-PIMrouters and remai n unaffected by node nobility.
The setup of these general routes is expected to follow the
topol ogy of the operator network and is beyond the scope of this
document .

2. Operations of BID R-PIM

BIDDR-PIMw || establish spanning trees across its network domain in
conformance to its pre-configured RPAs and the routing infornmation
provided. Muilticast data transmtted by a nobile source will

i medi ately be forwarded by its DF (MAG onto the spanning tree for
the multicast group w thout further protocol operations.

On handover, the nobile source reattaches to a new MAG (DF), which
conpl etes uni cast network configurations. Thereafter, the source can
i medi ately proceed with rmulticast packet transnission onto the pre-
established distribution tree. BID R PIMdoes not require protoco
signaling or additional reconfiguration delays to adapt to source
mobility, and it can be considered the protocol of choice for nobile
mul ticast operations in the access network. As nulticast streans

al ways flow up to the Rendezvous Point Link, some care should be
taken to configure RPAs conpliant with network capacities.

M.D Proxy Peering Function for Optim zed Source Mbility in PMPv6

A depl oynent of M.D proxies (see [RFC4605]) at MAGs has proven a
useful and appropriate approach to nulticast in PMPv6; see [ RFC6224]
and [ RFC7028]. However, deploying unnodified standard proxies can go
along with significant performance degradation for nobile senders as
di scussed in this docunent. To overcone these deficits, an optinmn zed
approach to nulticast source nmobility based on extended peering
functions anbng proxies is defined in this section. Based on such
direct data exchange between proxy instances at MAGs, triangul ar
routing is avoided and nulticast streams can be dissenminated directly
within a PM Pv6 access network, and in particular within MAG routing
machines. Prior to presenting the solution, we will sumarize the
rel evant requirenents.
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5.1. Requirenents

Sol utions that extend M.D proxi es by additional uplinking functions
need to conply to the follow ng requirenents.

Prevention of routing | oops
In the absence of a full-featured routing |ogic at an M.D proxy,
sinple and locally decidable rules need to prevent source traffic
fromtraversing the network in | oops that would be potentially
enabl ed by mul tiple uplinks.

Uni que coverage of receivers
Li stener functions at proxies require sinple, locally decidable
rules to initiate a unique delivery of nulticast packets to al
receivers.

Foll owi ng local filtering techniques, these requirenments are met in
the follow ng solution

5.2. Overview

A peering interface for M.D proxies allows for a direct data exchange
of locally attached nulticast sources. Such peering interfaces can

be configured -- as a direct link or a bidirectional tunnel --
bet ween any two proxy instances (locally deployed as in [ RFC6224] or
renotely deployed). Peerings remain as silent virtual links in

regul ar proxy operations. Data is exchanged on such links only in
cases where one peering proxy on its downstreamdirectly connects to
a source of nulticast traffic to which the other peering proxy
actively subscribes. In such cases, the proxy connected to the
source will receive a |listener report on its peering interface and
will forward traffic fromits |ocal source accordingly. It is worth
noting that multicast traffic distribution on peering |links does not
foll ow reverse unicast paths to sources. In the follow ng,
operations are defined for Any-Source Milticast (ASM and SSM but
they provide superior performance in the presence of source-specific
signaling (I Gwv3/M.Dv2) [RFC4604].

5.3. Qperations in Support of Milticast Senders

An M.D proxy with the perspective of a sender will see peering
interfaces as restricted downstreaminterfaces. It will install and
maintain source filters at its peering links that will restrict data
transm ssion to those packets that originate froma source that is
locally attached at one of its downstreaminterfaces.
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In detail, a proxy will extract fromits configuration the network
prefixes attached to its downstreaminterfaces and MJST inplement a
source filter base at its peering interfaces that restricts data
transm ssion to | P source addresses fromits local prefixes. This
filter base MIJST be updated if and only if the downstream
configuration changes (e.g., due to nmobility). Milticast packets
that arrive fromthe upstreaminterface of the proxy are thus
prevented fromtraversing any peering link, but they are only
forwarded to regul ar downstreaminterfaces with appropriate
subscription states. In this way, nultihop forwarding on peering
links is prevented.

Multicast traffic arriving froma locally attached source will be
forwarded to the regular upstreaminterface and all downstream
interfaces with appropriate subscription states (i.e., regular proxy

operations). In addition, multicast packets of local origin are
transferred to those peering interfaces with appropriate subscription
states.

5.4. Operations in Support of Muilticast Listeners

On the listener side, peering interfaces appear as preferred upstream
links. The multicast proxy will attenpt to receive nulticast
services on peering links for as many groups (channels) as possible.
The general upstreaminterface configured according to [ RFC4605] will
be used only for retrieving those groups (channels) that remain
unavail abl e from peerings. Fromthis extension of [RFC4605], an M.D

proxy with peering interconnects will exhibit several interfaces for
pulling renote traffic: the regul ar upstream and the peerings.
Traffic available fromany of the peering links will be nutually

di sjoint but nornmally also avail able fromthe upstream To prevent
duplicate traffic fromarriving at the listener side, the proxy

o MAY del ay aggregated reports to the upstream and
o MJST apply appropriate filters to exclude duplicate streans.

In detail, an M.D proxy instance at a MAG first issues |istener
reports (in parallel) to all of its peering |links. These |inks span
at nost one (virtual) hop. Wenever certain group traffic (SSM
channel s) does not arrive fromthe peerings after a waiting tine
(default: 10 ns (node-local) and 25 ns (renpte)), additional reports
(conpl enentary reports, in the case of SSM are sent to the standard
upstreaminterface

VWhenever traffic froma peering link arrives, an M.D proxy MJST

install source filters at its upstreaminterfaces (as described in
RFC 4605) in the follow ng way.
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ASMw th | Gwv2/ M.Dv1l: In the presence of ASM using | Gwv2/ M.Dv1,
only, the proxy cannot signal source filtering to its upstream
Correspondingly, it applies (S,*) ingress filters at its upstream
interface for all sources S seen in traffic on the peering |inks.
It is noteworthy that unwanted traffic is still replicated to the
proxy via the (wired) provider backbone, but it is not forwarded
into the wirel ess access network.

ASMwith | GWv3/ M.Dv2: In the presence of source-specific signaling
(IGwv3/ M.Dv2), the upstreaminterface is set to (S,*) exclude
node for all sources S seen in traffic of the peering links. The
correspondi ng source-specific signaling will prevent forwarding of
duplicate traffic throughout the access network.

SSM In the presence of Source-Specific Milticast, the proxy wll
subscribe on its uplink interface to those (S, G channels, only,
that do not arrive via the peering |inks.

M.D proxies will install data-driven tiners (source-tinmeout) for each
source but common to all peering interfaces to detect interruptions
of data services fromindividual sources at proxy peers. Termnation
of source-specific flows nmay be application specific, but also may be
due to a source handover or a transmission failure. After a
handover, a nohile source nay reattach at another M.D proxy with a
peering relation to the listener, or at a proxy that does not peer
Wiile in the first case, traffic reappears on another peering |link

in the second case, data can only be retrieved via the regul ar
upstream To account for the latter, the M.D proxy revokes the
source-specific filter(s) at its upstreaminterface, after the
source-tineout expires (default: 50 ns). Corresponding traffic wll
then be pulled fromthe regular upstreaminterface. Source-specific
filters MIST be reinstalled whenever traffic of this source arrives
at any peering interface.

There is a noteworthy trade-of f between traffic m nimzation and
available traffic at the upstreamthat is locally filtered at the
proxy. |Inplenentors can use this relation to optimze for service-
speci fic requirenents.

In proceeding this way, nulticast group data will arrive from peering

interfaces first, while only peer-w se unavailable traffic is
retrieved fromthe regul ar upstreaminterface.

Schmidt, et al. Experi ment al [ Page 22]



RFC 7287 Mul ti cast Senders in PM Pv6 June 2014

6.

Security Considerations

Thi s docunent defines nulticast sender nmobility based on PM Pv6 and
conmon nul ticast routing protocols. Consequently, threats identified
as security concerns in [RFC2236], [RFC2710], [RFC3810], [RFC4605],

[ RFC5213], and [ RFC5844] are inherited by this docunent.

In addition, particular attention should be paid to inplications of
conbining nmulticast and nobility nanagenent at network entities. As
this specification allows nobile nodes to initiate the creation of

mul ticast forwarding states at MAGs and LMAs whil e changi ng
attachnments, threats of resource exhaustion at PMP routers and
access networks arise fromrapid state changes, as well as from hi gh-
vol unme data streans routed into access networks of linmted
capacities. |In cases of PIM SM depl oynent, handover operations of
the M\Ns include re-registering sources at the Rendezvous Points at
possi bly high frequency. In addition to proper authorization checks
of MNs, rate controls at routing agents and replicators may be needed
to protect the agents and the downstream networks. In particular

M.D proxy inplenentati ons at MAGs SHOULD automatically erase

mul ticast state on the departure of MNs, as nobile multicast
listeners in the PMPv6 domain will in general not actively term nate
group nmembership prior to departure

The depl oynent of | GWP/ MLD proxies for nulticast routing requires
particular care, as routing |oops on the upstream are not
automatically detected. Peering functions between proxies extend
this threat in the following way. Routing | oops anbong peering and
upstreaminterfaces are prevented by filters on | ocal sources. Such
filtering can fail whenever prefix configurations for downstream
interfaces at a proxy are incorrect or inconsistent. Consequently,
i mpl enent ati ons of peering-enabl ed proxies SHOULD take particul ar
care on keeping I P configurations consistent at the downstreamin a
reliable and tinely manner. (See [RFC6224] for requirenents on

PM Pv6- conpl i ant inplenmentations of M.D proxies.)
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Appendi x A. Miltiple Upstream Interface Proxy

In this section, we docunment upstream extensions for an M.D proxy
that were originally devel oped during the work on this docunent.

Mul tiple proxy instances depl oyed at a single MAG (see Section 3) can
be avoi ded by adding nultiple upstreaminterfaces to a single M.D
proxy. In a typical PMPv6 depl oynent, each upstreaminterface of a
singl e proxy instance can interconnect to one of the LMAs. Wth such
anmbi guous upstream opti ons, appropriate forwardi ng rul es MIUST be
supplied to

o0 unanbi guously guide traffic forwarding fromdirectly attached
nobi | e sources, and

o lead listener reports to initiating unique traffic subscriptions.

This can be achieved by a conmplete set of source- and group-specific
filter rules (e.g., (S,*), (*,Q) installed at proxy interfaces.
These filters MAY be derived in part from PMPv6 routing policies and
can include a default behavior (e.g., (*,*)).

A.1. Operations for Local Milticast Sources

Packets froma locally attached nmulticast source will be forwarded to
all downstreaminterfaces with appropriate subscriptions, as well as
up the interface with the nmatching source-specific filter.

Typically, the upstreaminterface for a nobile multicast source is
chosen based on the policy routing (e.g., the MAG LMA tunne
interface for LMA-based routing or the interface towards the

nmul ticast router for direct routing), but alternate configurations
MAY be applied. Packets froma locally attached multicast source
will be forwarded to the correspondi ng upstreaminterface with the
mat chi ng source-specific filter, as well as all the downstream
interfaces with appropriate subscriptions.

A.2. Operations for Local Muilticast Subscribers

Multicast |istener reports are group-w se aggregated by the M.D
proxy. The aggregated report is issued to the upstreaminterface
with a matchi ng group/channel -specific filter. The choice of the
correspondi ng upstreaminterface for aggregated group nenbership
reports MAY be additionally based on sone adninistrative scoping
rules for scoped multicast group addresses.

In detail, a Miultiple UpstreamInterface proxy will provide and

mai ntain a Multicast Subscription Filter Table that naps source- and
group-specific filters to upstreaminterfaces. The forwarding
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deci sion for an aggregated M.D |istener report is based on the first
mat ching entry fromthis table, with the understanding that for

| GWv3/ M.Dv2 the MLD proxy performs a state deconposition, if needed
(i.e., a(*, G subscriptionis split into (S, and (* \ S,G in the
presence of (*, G after (S, G interface entries), and that
(S,*)-filters are always fal se in the absence of source-specific
signaling, i.e., in IGwv2/ M.Dvl only donains.

In typical deployment scenarios, specific group services (channels)
are either

o associated with selected uplinks to renote LMAs, while a (*,*)
default subscription entry (in the last table line) is bound to a
| ocal routing interface, or

o configured as local services first, while a (*,*) default entry
(inthe last table line) points to a rempte uplink that provides
the general multicast support.

Appendi x B. I nplenmentation

An i mpl enentati on of the extended | GW/ M.D proxy has been provi ded

wi thin the MCPROXY project (http://ncproxy.realm6.org/). This open-
source software is witten in C++ and uses forwardi ng capabilities of
the Linux kernel. It supports all regular operations according to

[ RFC4605] and allows for multiple proxy instances on one node,
dynam cal | y changi ng downstream | i nks, proxy-to-proxy peerings, and
mul tiple upstream!links with individual configurations. The software
can be downl oaded from Gt Hub at

<https://github. coml ntproxy/ ncproxy>. Based on this software, an
experimental performance eval uation of the proxy peering function has
been reported i n [ PEERI NG ANALYSI S]
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