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Abst r act

Servi ces such as content distribution, distributed databases, or
inter-data center connectivity place a set of new requirenents on the
operation of networks. They need on-demand and application-specific
reservation of network connectivity, reliability, and resources (such
as bandwidth) in a variety of network applications (such as point-to-
poi nt connectivity, network virtualization, or nobile back-haul) and
in a range of network technol ogi es from packet (I1P/ MPLS) down to
optical. An environnent that operates to neet these types of
requirements is said to have Application-Based Network Operations
(ABNO). ABNO brings together nmany existing technol ogi es and may be
seen as the use of a tool box of existing conponents enhanced with a
few new el ement s.

Thi s docunent describes an architecture and framework for ABNQO
showi ng how t hese components fit together. It provides a cookbook of
exi sting technologies to satisfy the architecture and neet the needs
of the applications.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docurment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7491
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1

| ntroducti on

Net wor ks today integrate multiple technol ogi es all ow ng network
infrastructure to deliver a variety of services to support the

di fferent characteristics and demands of applications. There is an
i ncreasi ng denand to nake the network responsive to service requests
issued directly fromthe application layer. This differs fromthe
establ i shed nodel where services in the network are delivered in
response to managenent commands driven by a human user

These application-driven requests and the services they establish

pl ace a set of new requirenents on the operation of networks. They
need on-denmand and application-specific reservati on of network
connectivity, reliability, and resources (such as bandwidth) in a
variety of network applications (such as point-to-point connectivity,
network virtualization, or nobile back-haul) and in a range of
networ k technol ogi es from packet (1P/MPLS) down to optical. An
environnent that operates to neet this type of application-aware
requirenent is said to have Application-Based Network Operations
(ABNO) .

The Path Conputation El enent (PCE) [ RFC4655] was devel oped to provide
pat h conputation services for GWLS- and MPLS-control |l ed networks.
The applicability of PCEs can be extended to provide path computation
and policy enforcenment capabilities for ABNO platforns and services.

ABNO can provide the followi ng types of service to applications by
coordi nating the components that operate and manage the network:

- Optimzation of traffic flows between applications to create an
overlay network for comuni cation in use cases such as file
sharing, data caching or mrroring, nmedia streaming, or real-tine
conmuni cati ons described as Application-Layer Traffic Optim zation
(ALTO [ RFC5693].

- Renote control of network conponents allow ng coordi nated
progranm ng of network resources through such techni ques as
Forwar di ng and Control Elenment Separation (ForCES) [ RFC3746],
OpenFl ow [ONF], and the Interface to the Routing System (I|2RS)
[12RS-Arch], or through the control plane coordinated through the
PCE Communi cation Protocol (PCEP) [PCE-Init-LSP].

- Interconnection of Content Delivery Networks (CDNi) [ RFC6707]
through the establishnent and resizing of connections between
content distribution networks. Similarly, ABNO can coordinate
i nter-data center connections.
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- Network resource coordination to automate provisioning, and to
facilitate traffic groom ng and regrooni ng, bandw dth schedul i ng,
and G obal Concurrent Optimization using PCEP [ RFC5557] .

- Virtual Private Network (VPN) planning in support of deploynent of
new VPN custoners and to facilitate inter-data center connectivity.

Thi s docunent outlines the architecture and use cases for ABNO, and
shows how t he ABNO architecture can be used for coordinating contro
system and application requests to conpute paths, enforce policies,
and manage network resources for the benefit of the applications that
use the network. The examination of the use cases shows the ABNO
architecture as a tool kit conprising nmany existing conponents and
protocols, and so this docunent |ooks |like a cookbook. ABNOis
conpati ble with pre-existing Network Managenent System (NMS) and
Qperations Support System (OSS) depl oynents as well as with nore
recent devel opments in programmati c networks such as Sof tware- Defined
Net wor ki ng ( SDN) .

1.1. Scope

Thi s docunent describes a toolkit. It shows how existing functiona
conponents described in a | arge nunber of separate docunments can be
brought together within a single architecture to provide the function
necessary for ABNO

In many cases, existing protocols are known to be good enough or

al nost good enough to satisfy the requirenents of interfaces between
the conmponents. |In these cases, the protocols are called out as

sui tabl e candi dates for use within an inplenentati on of ABNO

In other cases, it is clear that further work will be required, and
in those cases a pointer to ongoing work that may be of use is

provi ded. Were there is no current work that can be identified by
the authors, a short description of the mssing interface protocol is
gi ven in Appendix A

Thus, this docunment may be seen as providing an applicability

statement for existing protocols, and guidance for devel opers of new
protocol s or protocol extensions.
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2. Application-Based Network Operations (ABNO
2.1. Assunptions

The principal assunption underlying this docunent is that existing
technol ogi es shoul d be used where they are adequate for the task.
Furthernore, when an existing technology is alnmost sufficient, it is
assuned to be preferable to nake m nor extensions rather than to

i nvent a whol e new t echnol ogy.

Note that this document describes an architecture. Functiona
conponents are architectural concepts and have distinct and clear
responsibilities. Pairs of functional conponents interact over
functional interfaces that are, thenselves, architectural concepts.

2.2. Inplementation of the Architecture

It needs to be strongly enphasized that this docunment describes a
functional architecture. It is not a software design. Thus, it is
not intended that this architecture constrain inplenentations.
However, the separation of the ABNO functions into separate
functional conponents with clear interfaces between them enabl es

i mpl enentati ons to choose which features to include and all ows
different functions to be distributed across distinct processes or
even processors.

An inmplenentation of this architecture may make several inportant
deci si ons about the functional conponents:

- Multiple functional conponents nmay be grouped together into one
sof tware conponent such that all of the functions are bundl ed and
only the external interfaces are exposed. This nmay have distinct
advantages for fast paths within the software and can reduce
i nterprocess conmmuni cati on over head.

For exanple, an Active, Stateful PCE could be inplenented as a
singl e server conbining the ABNO conponents of the PCE, the Traffic
Engi neering Dat abase, the Label Switched Path Database, and the
Provi si oni ng Manager (see Section 2.3).

- The functional conmponents could be distributed across separate

processes, processors, or servers so that the interfaces are
exposed as external protocols.
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For exanple, the Operations, Adm nistration, and Mi ntenance (OQAM
Handl er (see Section 2.3.1.6) could be presented on a dedi cated
server in the network that consunes all status reports fromthe
networ k, aggregates them correlates them and then dispatches
notifications to other servers that need to understand what has
happened.

- There could be nmultiple instances of any or each of the conponents.
That is, the function of a functional conponent could be
partitioned across multiple software conponents wth each
responsi ble for handling a specific feature or a partition of the
net wor k.

For exanple, there may be nultiple Traffic Engi neering Databases
(see Section 2.3.1.8) in an inplenentation, with each holding the
topol ogy informati on of a separate network domain (such as a
network | ayer or an Autononbus Systen). Simlarly, there could be
nmul tiple PCE instances, each processing a different Traffic

Engi neeri ng Database, and potentially distributed on different
servers under different managenent control. As a final exanple,
there could be multiple ABNO Controllers, each with capability to
support different classes of application or application service.

The purpose of the description of this architecture is to facilitate
different inplenentations while offering interoperability between

i mpl enent ati ons of key conmponents, and easy interaction with the
applications and with the network devices.

2.3. Ceneric ABNO Architecture

Figure 1 illustrates the ABNO architecture. The conmponents and
functional interfaces are discussed in Sections 2.3.1 and 2. 3. 2,
respectively. The use cases described in Section 3 show how

di fferent conponents are used selectively to provide different
services. It is inportant to understand that the rel ationshi ps and
i nterfaces shown between conponents in this figure are illustrative
of some of the commn or likely interactions; however, this figure
does not preclude other interfaces and rel ati onshi ps as necessary to
realize specific functionality.
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Figure 1: Generic ABNO Architecture

2.3.1. ABNO Components

Thi s section describes the functiona

Figure 1.

i nterfaces,

King & Farre

conponents shown as boxes in

The interactions between those conponents, the functiona

are described in Section 2.3.2.
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2.3.1.1. NMS and GSS

A Networ k Managenent System (NMS) or an Operations Support System
(OSS) can be used to control, operate, and nmanage a network. Wthin
the ABNO architecture, an NM5 or OSS may issue high-1evel service
requests to the ABNO Controller. It may also establish policies for
the activities of the conponents within the architecture.

The NM5 and OSS can be consumers of network events reported through
the OAM Handl er and can act on these reports as well as displaying
themto users and raising alarms. The NVM5 and OSS can al so access
the Traffic Engi neering Database (TED) and Label Swi tched Path

Dat abase (LSP-DB) to show the users the current state of the network.

Lastly, the NVMS and OSS may utilize a direct programmatic or
configuration interface to interact with the network elenents within
t he network.

2.3.1.2. Application Service Coordinator

In addition to the NM5 and OSS, services in the ABNO architecture may
be requested by or on behalf of applications. 1In this context, the
term"application” is very broad. An application nmay be a program
that runs on a host or server and that provides services to a user
such as a video conferencing application. Alternatively, an
application nmay be a software tool that a user uses to nmake requests
to the network to set up specific services such as end-to-end
connections or schedul ed bandw dth reservations. Finally, an
application may be a sophisticated control systemthat is responsible
for arranging the provision of a nore conplex network service such as
a virtual private network.

For the sake of this architecture, all of these concepts of an
application are grouped together and are shown as the Application

Servi ce Coordinator, since they are all in some way responsible for
coordinating the activity of the network to provide services for use
by applications. In practice, the function of the Application

Servi ce Coordinator may be distributed across multiple applications
or servers.

The Application Service Coordi nator conmuni cates with the ABNO
Controller to request operations on the network.
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2.3.1.3. ABNO Controller

The ABNO Controller is the nmain gateway to the network for the NVS
0SS, and Application Service Coordi nator for the provision of
advanced network coordi nati on and functions. The ABNO Controller
governs the behavior of the network in response to changi ng network
conditions and in accordance with application network requirenents
and policies. It is the point of attachment, and it invokes the

ri ght conponents in the right order

The use cases in Section 3 provide a clearer picture of how the ABNO
Controller interacts with the other conponents in the ABNO
architecture.

2.3.1.4. Policy Agent

Policy plays a very inportant role in the control and managenent of
the network. It is, therefore, significant in influencing howthe
key conponents of the ABNO architecture operate.

Figure 1 shows the Policy Agent as a conponent that is configured by
the NM5/OSS with the policies that it applies. The Policy Agent is

responsi bl e for propagating those policies into the other conponents
of the system

Sinplicity in the figure necessitates |eaving out many of the policy
interactions that will take place. Al though the Policy Agent is only
shown interacting with the ABNO Controller, the ALTO Server, and the
Virtual Network Topol ogy Manager (VNTM, it will also interact with a
nunber of other conponents and the network el enents thensel ves. For
exanpl e, the Path Conputation El enent (PCE) will be a Policy

Enf orcenent Point (PEP) [RFC2753] as described in [RFC5394], and the
Interface to the Routing System (12RS) Cient will also be a PEP as
noted in [I2RS- Arch].

2.3.1.5. Interface to the Routing System (I12RS) Cient

The Interface to the Routing System (I12RS) is described in
[12RS-Arch]. The interface provides a programmtic way to access
(for read and wite) the routing state and policy information on
routers in the network.

The 12RS Client is introduced in [I2RS-PS]. |Its purpose is to nanhage
i nformati on requests across a nunber of routers (each of which runs
an | 2RS Agent) and coordinate setting or gathering state to/from
those routers.
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2.3.1.6. OAM Handl er

Operations, Administration, and Miintenance (QAM plays a critical
rol e in understanding how a network is operating, detecting faults,
and taking the necessary action to react to problens in the network.

Wthin the ABNO architecture, the OAM Handl er is responsible for
receiving notifications (often called alerts) fromthe network about
potential problens, for correlating them and for triggering other
conponents of the systemto take action to preserve or recover the
services that were established by the ABNO Controller. The QAM
Handl er al so reports network problens and, in particular, service-
affecting problens to the NM5, GSS, and Application Service
Coor di nat or .

Additionally, the OAM Handl er interacts with the devices in the
network to initiate OQAM actions within the data plane, such as
noni toring and testing.

2.3.1.7. Path Conputation El enent (PCE)

PCE is introduced in [RFC4655]. It is a functional conponent that
services requests to conmpute paths across a network graph. In
particular, it can generate traffic-engineered routes for MPLS-TE and
GWPLS Label Switched Paths (LSPs). The PCE may receive these
requests fromthe ABNO Controller, fromthe Virtual Network Topol ogy
Manager, or from network el enents thensel ves.

The PCE operates on a view of the network topol ogy stored in the
Traffic Engineering Database (TED). A nore sophisticated computation
may be provided by a Stateful PCE that enhances the TED with a

dat abase (the LSP-DB -- see Section 2.3.1.8.2) containing information
about the LSPs that are provisioned and operational within the
network as described in [RFC4655] and [ St ateful - PCE] .

Additional functionality in an Active PCE allows a functiona
conponent that includes a Stateful PCE to nake provisioning requests
to set up new services or to nodify in-place services as described in
[Stateful -PCE] and [PCE-1nit-LSP]. This function may directly access
the network el ements or nmay be channel ed through the Provisioning
Manager .

Coordi nation between nultiple PCEs operating on different TEDs can
prove useful for perform ng path conputation in nmulti-domain or

mul ti-layer networks. A donmain in this case might be an Autononous
System (AS), thus enabling inter-AS path conputation
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Since the PCE is a key conponent of the ABNO architecture, a better
view of its role can be gai ned by exam ning the use cases descri bed
in Section 3.

2.3.1.8. Databases

The ABNO architecture includes a nunber of databases that contain

i nformation stored for use by the system The two mai n databases are
the TED and the LSP Dat abase (LSP-DB), but there may be a nunber of
ot her dat abases used to contain information about topology (ALTO
Server), policy (Policy Agent), services (ABNO Controller), etc.

In the text that follows, specific key components that are consuners
of the databases are highlighted. It should be noted that the

dat abases are avail able for inspection by any of the ABNO conponents.
Updates to the databases should be handled with sone care, since
allowing multiple conponents to wite to a database can be the cause
of a nunber of contention and sequenci ng problens.

2.3.1.8.1. Traffic Engineering Database (TED)

The TED is a data store of topology information about a network that
may be enhanced with capability data (such as netrics or bandw dth
capacity) and active status information (such as up/down status or
resi dual unreserved bandw dth).

The TED may be built frominformation supplied by the network or from
data (such as inventory details) sourced through the NVS/ CSS.

The principal use of the TED in the ABNO architecture is to provide
the raw data on which the Path Conputation El enent operates. But the
TED may al so be inspected by users at the NVS/ 0SS to view the current
status of the network and may provide information to application
services such as Application-Layer Traffic Optimzation (ALTO

[ RFC5693] .

2.3.1.8.2. LSP Dat abase

The LSP-DB is a data store of information about LSPs that have been
set up in the network or that could be established. The information
stored includes the paths and resource usage of the LSPs.

The LSP-DB may be built frominformation generated locally. For
exanpl e, when LSPs are provisioned, the LSP-DB can be updated. The
dat abase can al so be constructed frominformation gathered fromthe
network by polling or reading the state of LSPs that have al ready
been set up.
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The main use of the LSP-DB within the ABNO architecture is to enhance
the planning and optim zati on of LSPs. New LSPs can be established
to be path-disjoint fromother LSPs in order to offer protected
services; LSPs can be rerouted in order to put themon nore optinma
paths or to make network resources available for other LSPs; LSPs can
be rapidly repaired when a network failure is reported; LSPs can be
noved onto other paths in order to avoid resources that have pl anned
mai nt enance outages. A Stateful PCE (see Section 2.3.1.7) is a
primary consuner of the LSP-DB

2.3.1.8.3. Shared Risk Link Group (SRLG Databases

The TED may, itself, be supplenented by SRLG i nformati on that assigns
to each network resource one or nore identifiers that associate the
resource with other resources in the sane TED that share the sane
risk of failure

While this information can be highly useful, it may be suppl enented
by additional detailed information nmaintained in a separate database
and i ndexed using the SRLGidentifier fromthe TED. Such a database
can interpret SRLG information provided by other networks (such as
server networks), can provide failure probabilities associated with
each SRLG can offer prioritization when SRLG disjoint paths cannot
be found, and can correlate SRLGs between different server networks
or between different peer networks.

2.3.1.8.4. Oher Databases

There may be ot her databases that are built within the ABNO system
and that are referenced when operating the network. These dat abases
m ght include i nformati on about, for exanmple, traffic flows and
demands, predicted or scheduled traffic demands, |ink and node
failure and repair history, network resources such as packet |abels
and physical |abels (i.e., MPLS and GWLS | abels), etc.

As nentioned in Section 2.3.1.8.1, the TED may be enhanced by

inventory information. It is quite likely in many networks that such
an inventory is held in a separate database (the Inventory Database)
that includes details of the manufacturer, nodel, installation date,
etc.

2.3.1.9. ALTO Server

The ALTO Server provides network infornation to the application |ayer
based on abstract naps of a network region. This information
provides a sinplified view, but it is useful to steer application-

| ayer traffic. ALTO services enable service providers to share

i nformati on about network | ocations and the costs of paths between
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them The selection criteria to choose between two | ocations may
depend on informati on such as nmaxi mum bandw dt h, ni ni mum cross-donain
traffic, |ower cost to the user, etc.

The ALTO Server generates ALTO views to share information with the
Application Service Coordinator so that it can better select paths in
the network to carry application-layer traffic. The ALTO views are
conput ed based on informati on fromthe network databases, from
policies configured by the Policy Agent, and through the al gorithns
used by the PCE

Specifically, the base ALTO protocol [RFC7285] defines a single-node
abstract view of a network to the Application Service Coordinator.
Such a view consists of two naps: a network map and a cost map. A
network map defines multiple Provider-defined Identifiers (PlDs),

whi ch represent entrance points to the network. Each node in the
application |ayer is known as an End Point (EP), and each EP is
assigned to a PID, because PIDs are the entry points of the
application in the network. As defined in [RFC7285], a PID can
denote a subnet, a set of subnets, a netropolitan area, a Point of
Presence (PoP), etc. Each such network region can be a single donain
or multiple networks; it is just the viewthat the ALTO Server is
exposing to the application layer. A cost map provides costs between
EPs and/or PIDs. The criteria that the Application Service

Coordi nator uses to choose application routes between two | ocations
may depend on attributes such as maxi mum bandw dt h, nini mum cross-
domain traffic, |ower cost to the user, etc.

2.3.1.10. Virtual Network Topol ogy Manager (VNTM

A Virtual Network Topology (VNT) is defined in [ RFC5212] as a set of
one or nore LSPs in one or nore | ower-|ayer networks that provides
information for efficient path handling in an upper-Iayer network.
For instance, a set of LSPs in a wavel ength division multiplexed
(WM network can provide connectivity as virtual links in a higher-
| ayer packet-sw tched networKk.

The VNT enhances the physical/dedicated |inks that are available in
the upper-layer network and is configured by setting up or tearing
down the | ower-layer LSPs and by advertising the changes into the

hi gher -1 ayer network. The VNT can be adapted to traffic demands so
that capacity in the higher-layer network can be created or rel eased
as needed. Releasing unwanted VNT resources makes them available in
the | ower-layer network for other uses.
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The creation of virtual topology for inclusion in a network is not a
sinmpl e task. Decisions nust be nade about which nodes in the upper
layer it is best to connect, in which |ower-layer network to
provision LSPs to provide the connectivity, and howto route the LSPs
in the |lower-layer network. Furthernore, sone specific actions have
to be taken to cause the | ower-layer LSPs to be provisioned and the
connectivity in the upper-layer network to be adverti sed.

[ RFC5623] describes how the VNTM may i nstantiate connections in the
server layer in support of connectivity in the client layer. Wthin
the ABNO architecture, the creation of new connections may be

del egated to the Provisioning Manager as discussed in

Section 2.3.1.11.

Al of these actions and decisions are heavily influenced by policy,
so the VNTM conponent that coordinates themtakes input fromthe
Policy Agent. The VNTMis also closely associated with the PCE for
the upper-layer network and each of the PCEs for the |ower-I|ayer

net wor ks.

2.3.1.11. Provisioning Manager

The Provisioning Manager is responsible for making or channeling
requests for the establishnent of LSPs. This may be instructions to
the control plane running in the networks or nay involve the
progranmm ng of individual network devices. In the latter case, the
Provi si oni ng Manager may act as an OpenFl ow Controller [ONF].

See Section 2.3.2.6 for nore details of the interactions between the
Provi si oni ng Manager and the network.

2.3.1.12. dient and Server Network Layers

The client and server networks are shown in Figure 1 as illustrative
exanpl es of the fact that the ABNO architecture my be used to
coordi nate services across nmultiple networks where | ower-|ayer

net wor ks provi de connectivity in upper-Ilayer networks.

Section 3.2 describes a set of use cases for nulti-Ilayer networking.
2.3.2. Functional Interfaces

This section describes the interfaces between functional conponents
that m ght be externalized in an inplementation allow ng the
conponents to be distributed across platforns. \Where existing
protocol s m ght provide all or npbst of the necessary capabilities,
they are noted. Appendix A notes the interfaces where nore protoco
specification nay be needed.

King & Farrel I nf or mati onal [ Page 15]



RFC 7491 PCE- Based Architecture for ABNO March 2015

As noted at the top of Section 2.3, it is inportant to understand
that the relationships and interfaces shown between components in
Figure 1 are illustrative of sone of the common or likely

i nteractions; however, this figure and the descriptions in the
subsecti ons bel ow do not preclude other interfaces and rel ationships
as necessary to realize specific functionality. Thus, sone of the

i nterfaces described bel ow mi ght not be visible as specific
relationships in Figure 1, but they can neverthel ess exi st.

2.3.2.1. Configuration and Programmatic Interfaces

The network devices may be configured or programmed directly fromthe
NMS/ OSS.  Many protocols already exist to performthese functions,
i ncl udi ng the foll ow ng:

- SNWP [ RFC3412]

- The Network Configuration Protocol (NETCONF) [RFC6241]
- RESTCONF [ RESTCONF]

- The Ceneral Swi tch Management Protocol (GSMP) [RFC3292]
- For CES [ RFC5810]

- OpenFl ow [ ONF]

- PCEP [PCE-Init-LSP]

The Tel eManagenent Forum (TMF) Ml ti-Technol ogy Operations Systens
Interface (MIOSl) standard [ TM-- MICSI] was devel oped to facilitate
application-to-application interworking and provi des network-1|eve
managenent capabilities to discover, configure, and activate
resources. Initially, the MIOSI information nodel was only capabl e
of representing connection-oriented networks and resources. In |ater
rel eases, support was added for connectionl ess networks. MICSI is,
fromthe NVB perspective, a north-bound interface and is based on
SOAP web servi ces.

From t he ABNO perspective, network configuration is a pass-through
function. 1t can be seen represented on the |eft-hand side of
Figure 1.

2.3.2.2. TED Construction fromthe Networks
As described in Section 2.3.1.8, the TED provi des details of the

capabilities and state of the network for use by the ABNO system and
the PCE in particular.
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The TED can be constructed by participating in the | GP-TE protocols
run by the networks (for exanple, OSPF-TE [ RFC3630] and IS-I1S TE

[ RFC5305]). Alternatively, the TED nay be fed using link-state

di stribution extensions to BGP [BGP-LS].

The ABNO system may mmintain a single TED unified across nultiple
networks or may retain a separate TED for each network.

Additionally, an ALTO Server [RFC5693] may provide an abstracted
topol ogy froma network to build an application-Ilevel TED that can be
used by a PCE to compute paths between servers and application-|ayer
entities for the provision of application services.

2.3.2.3. TED Enhancenent

The TED may be enhanced by inventory information supplied fromthe
NMS/ OSS.  This may suppl enment the data coll ected as described in
Section 2.3.2.2 with information that is not normally distributed
within the network, such as node types and capabilities, or the
characteristics of optical |inks.

No protocol is currently identified for this interface, but the

prot ocol devel oped or adopted to satisfy the requirenents of the
Interface to the Routing System (12RS) [I2RS-Arch] may be a suitable
candi dat e because it is required to be able to distribute bul k
routing state information in a well-defined encodi ng | anguage.

Anot her candi date protocol may be NETCONF [ RFC6241] passing data
encoded usi ng YANG [ RFC6020] .

Note that, in general, any conbination of protocol and encoding that
is suitable for presenting the TED as described in Section 2.3.2.4
will likely be suitable (or could be nade suitable) for enabling
wite-access to the TED as described in this section

2.3.2.4. TED Presentation

The TED may be presented north-bound fromthe ABNO system for use by
an NM5/ CSS or by the Application Service Coordinator. This allows
users and applications to get a view of the network topology and the
status of the network resources. It also allows planning and
provi si oni ng of application services.

There are several protocols available for exporting the TED nort h-
bound:

- The ALTO protocol [RFC7285] is designed to distribute the

abstracted topol ogy used by an ALTO Server and may prove useful for
exporting the TED. The ALTO Server provides the cost between EPs
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or between PIDs, so the application |ayer can select which is the
nost appropriate connection for the infornmation exchange between
its application end points.

- The same protocol used to export topology information fromthe
network can be used to export the topology fromthe TED [ BGP-LS].

- The I2RS [I2RS-Arch] will require a protocol that is capable of
handl i ng bul k routing information exchanges that woul d be suitable
for exporting the TED. 1In this case, it would nake sense to have a
standardi zed representation of the TED in a formal data nodeling
| anguage such as YANG [ RFC6020] so that an existing protocol such
as NETCONF [ RFC6241] or the Extensible Messagi ng and Presence
Protocol (XMPP) [RFC6120] coul d be used.

Note that export fromthe TED can be a full dunmp of the content
(expressed in a suitable abstraction | anguage) as descri bed above, or
it could be an aggregated or filtered set of data based on policies
or specific requirenments. Thus, the relationships shown in Figure 1
may be a little sinplistic in that the ABNO Controller may al so be
invol ved in preparing and presenting the TED i nformati on over a

nort h-bound interface.

2.3.2.5. Path Conputation Requests fromthe Network

As originally specified in the PCE architecture [ RFC4655], network
el ements can make path conputation requests to a PCE usi ng PCEP

[ RFC5440]. This facilitates the network setting up LSPs in response
to sinple connectivity requests, and it allows the network to
reoptimze or repair LSPs.

2.3.2.6. Provisioning Manager Control of Networks

As described in Section 2.3.1.11, the Provisioning Manager makes or
channel s requests to provision resources in the network. These
operations can take place at two |evels: there can be requests to
progranf configure specific resources in the data or forwarding

pl anes, and there can be requests to trigger a set of actions to be
programmed with the assistance of a control plane.
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A nunber of protocols already exist to provision network resources,
as follows:

o Program configure specific network resources

For CES [ RFC5810] defines a protocol for separation of the
control elerment (the Provisioning Manager) fromthe forwarding
el ements in each node in the network.

The General Switch Managenment Protocol (GSMP) [RFC3292] is an
asymmetric protocol that allows one or nore external swtch
controllers (such as the Provisioning Manager) to establish and
maintain the state of a | abel switch such as an MPLS switch.

OpenFl ow [ONF] is a conmmuni cations protocol that gives an
OpenFl ow Controller (such as the Provisioning Manager) access to
the forwarding plane of a network switch or router in the

net wor k.

H storically, other configuration-based nechani sns have been
used to set up the forwarding/swi tching state at individua
nodes w thin networks. Such nechani snms have ranged from
non- st andard command line interfaces (CLIs) to various

st andar ds- based options such as Transaction Language 1 (TL1)

[ TL1] and SNWP [ RFC3412]. These nechani sns are not designed for
rapi d operation of a network and are not easily programmatic.
They are not proposed for use by the Provisioning Manager as
part of the ABNO architecture.

NETCONF [ RFC6241] provides a nore active configuration protoco
that may be suitable for bul k programm ng of network resources.
Its use in this way is dependent on suitable YANG nodul es being
defined for the necessary options. Early work in the | ETF s
NETMOD wor ki ng group is focused on a higher |evel of routing
function nmore conparable with the function discussed in

Section 2.3.2.8; see [ YANG Rt g].

The [ TMF- MIOSI] specification provides provisioning, activation
deactivation, and rel ease of resources via the Service
Activation Interface (SAl). The Comron Conmuni cation Vehicle
(CCV) is the mddleware required to inplenment MIOSI. The CCV is
then used to provide m ddl eware abstraction in conbination with
the Web Services Description Language (WsDL) to allow MICSIs to
be bound to different niddl eware technol ogi es as needed.
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o Trigger actions through the control plane

- LSPs can be requested using a managenent systeminterface to the
head end of the LSP using tools such as CLIs, TL1 [TL1], or SNWP
[ RFC3412]. Configuration at this granularity is not as time-
critical as when individual network resources are programred,
because the main task of progranm ng end-to-end connectivity is
devol ved to the control plane. Nevertheless, these nechani sns
remai n unsui table for programmatic control of the network and
are not proposed for use by the Provisioning Manager as part of
the ABNO architecture.

- As noted above, NETCONF [ RFC6241] provides a nore active
configuration protocol. This nmay be particularly suitable for
requesting the establishment of LSPs. W rk would be needed to
conpl ete a suitable YANG nodul e.

- The PCE Communi cation Protocol (PCEP) [RFC5440] has been
proposed as a suitable protocol for requesting the establishnment
of LSPs [PCE-1nit-LSP]. This works well, because the protoco
el ements necessary are exactly the same as those used to respond
to a path conputation request.

The functional elenment that issues PCEP requests to establish
LSPs is known as an "Active PCE"; however, it should be noted
that the ABNO functional conponent responsible for requesting
LSPs is the Provisioning Manager. Oher controllers like the
VNTM and the ABNO Controller use the services of the
Provi si oning Manager to isolate the twin functions of computing
and requesting paths fromthe provisioning nechanisns in place
with any gi ven network.

Note that |2RS does not provide a nechanismfor control of network

resources at this level, as it is designed to provide control of
routing state in routers, not forwarding state in the data pl ane.
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2.3.2.7. Auditing the Network

Once resources have been provisioned or connections established in
the network, it is inmportant that the ABNO system can determ ne the
state of the network. Simlarly, when provisioned resources are
nodi fied or taken out of service, the changes in the network need to
be understood by the ABNO system This function falls into four

cat egori es:

- Updates to the TED are gathered as described in Section 2.3.2.2.

- Explicit notification of the successful establishnent and the
subsequent state of the LSP can be provided through extensions to
PCEP as described in [Stateful -PCE] and [ PCE-1nit-LSP].

- OAM can be conmi ssioned and the results inspected by the OAM
Handl er as described in Section 2.3.2.14.

- A nurmber of ABNO conponents nay neke inquiries and i nspect network
state through a variety of techniques, including |I2RS, NETCONF, or
SNMVP

2.3.2.8. Controlling the Routing System

As discussed in Section 2.3.1.5, the Interface to the Routing System
(I2RS) provides a programmatic way to access (for read and wite) the
routing state and policy information on routers in the network. The
| 2RS dient issues requests to routers in the network to establish or
retrieve routing state. Those requests utilize the |I2RS protocol
which will be based on a conbinati on of NETCONF [ RFC6241] and
RESTCONF [ RESTCONF] with sone additional features.

2.3.2.9. ABNO Controller Interface to PCE
The ABNO Controller needs to be able to consult the PCE to determn ne
what services can be provisioned in the network. There is no reason
why this interface cannot be based on standard PCEP as defined in
[ RFC5440] .

2.3.2.10. VNTMInterface to and from PCE

There are two interactions between the Virtual Network Topol ogy
Manager and the PCE

The first interaction is used when VNTM wants to detern ne what LSPs

can be set up in a network: in this case, it uses the standard PCEP
interface [ RFC5440] to nake path conputation requests.
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The second interaction arises when a PCE determ nes that it cannot
conpute a requested path or notices that (according to sone
configured policy) a network is | ow on resources (for exanple, the
capacity on some key link is nearly exhausted). In this case, the
PCE may notify the VNTM which may (again according to policy) act to
construct nore virtual topology. This second interface is not
currently specified, although it nay be that the protocol selected or
designed to satisfy I12RS will provide suitable features (see

Section 2.3.2.8); alternatively, an extension to the PCEP Notify
message (PCNtf) [ RFC5440] coul d be made.

2.3.2.11. ABNO Control Interfaces

The north-bound interface fromthe ABNO Controller is used by the
NMS, OSS, and Application Service Coordinator to request services in
the network in support of applications. The interface will also need
to be able to report the asynchronous compl etion of service requests
and convey changes in the status of services.

This interface will also need strong capabilities for security,
aut henti cation, and policy.

This interface is not currently specified. It needs to be a
transactional interface that supports the specification of abstract
services with adequate flexibility to facilitate easy extension and
yet be concise and easily parsable.

It is possible that the protocol designed to satisfy I2RS will
provide suitable features (see Section 2.3.2.8).

2.3.2.12. ABNO Provi sioni ng Requests

Under sone circunstances, the ABNO Controll er may make requests
directly to the Provisioning Manager. For exanple, if the
Provi si oni ng Manager is acting as an SDN Controller, then the ABNO
Controller may use one of the APIs defined to allow requests to be
nade to the SDN Controller (such as the Floodlight REST APl [Flood]).
Al ternatively, since the Provisioning Manager nmay al so receive
instructions froma Stateful PCE, the use of PCEP extensions might be
appropriate in sone cases [PCE-1nit-LSP].
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2.3.2.13. Policy Interfaces

As described in Section 2.3.1.4 and throughout this docunent, policy
forns a critical conponent of the ABNO architecture. The role of
policy will include enforcing the follow ng rules and requirenents:

- Addi ng resources on demand shoul d be gated by the authorized
capability.

- Client mcroflows should not trigger server-|layer setup or
al | ocati on.

- Accounting capabilities should be supported.

- Security mechani sms for authorization of requests and capabilities
are required.

Q her policy-related functionality in the system m ght include the
pol i cy behavior of the routing and forwardi ng system such as:

- ECWMP behavi or
- Classification of packets onto LSPs or QoS categori es.

Various policy-capable architectures have been defined, including a
framework for using policy with a PCE-enabl ed system [ RFC5394].
However, the take-up of the IETF s Common Open Policy Service
protocol (COPS) [RFC2748] has been poor

New work will be needed to define all of the policy interfaces within
the ABNO architecture. Wrk will also be needed to deternine which
are internal interfaces and which may be external and so in need of a
protocol specification. There is sone discussion that the |2RS
protocol may support the configuration and mani pul ati on of policies.

2.3.2.14. (QOAM and Reporting

The OAM Handl er nmust interact with the network to perform severa
actions:

Enabl i ng OAM function wi thin the network.

Perform ng proactive OAM operations in the network.

Recei ving notifications of network events.
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Any of the configuration and programmatic interfaces described in
Section 2.3.2.1 may serve this purpose. NETCONF notifications are
described in [RFC5277], and OpenFl ow supports a number of
asynchronous event notifications [ONF]. Additionally, Syslog

[ RFC5424] is a protocol for reporting events fromthe network, and IP
Fl ow I nformation Export (IPFIX) [RFC7011] is designed to allow
network statistics to be aggregated and reported.

The OAM Handl er al so correl ates events reported fromthe network and
reports themonward to the ABNO Controller (which can apply the
information to the recovery of services that it has provisioned) and
to the NM5, CSS, and Application Service Coordinator. The reporting
nmechani sm used here can be essentially the same as the nechani sm used
when events are reported fromthe network; no new protocol is needed,
al t hough new data nodel s nay be required for technol ogy-i ndependent
QAM r eporti ng.

3. ABNO Use Cases

This section provides a nunber of exanples of how the ABNO
architecture can be applied to provide application-driven and
NMS/ OSS- dri ven network operations. The purpose of these exanples is
to give sonme concrete material to denpnstrate the architecture so
that it nmay be nore easily conprehended, and to illustrate that the
application of the architecture is achieved by "profiling" and by
selecting only the rel evant conponents and interfaces.

Simlarly, it is not the intention that this section contain a
conplete list of all possible applications of ABNO The exanples are
i ntended to broadly cover a nunmber of applications that are comonly
di scussed, but this does not preclude other use cases.

The descriptions in this section are not fully detailed applicability
statements for ABNO. It is anticipated that such applicability
statenments, for the use cases described and for other use cases,
could be suitable material for separate docunents.

3.1. Inter-AS Connectivity

The foll owi ng use case descri bes how the ABNO framework can be used
to set up an end-to-end MPLS service across multiple Autononous
Systens (ASes). Consider the sinmple network topol ogy shown in
Figure 2. The three ASes (ASa, ASb, and ASc) are connected at AS
Border Routers (ASBRs) al, a2, bl through b4, cl1, and c2. A source
node (s) located in ASa is to be connected to a destination node (d)
| ocated in ASc. The optimal path for the LSP froms to d nust be
conput ed, and then the network nust be triggered to set up the LSP
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R L I R I R +
| ASa || ASb || ASc |
| -+ | | 4+ -+ | | 4+ |
| | all-|-|-|bl | b3| - -|-]cl] |
| +-+ -+ | | +--+ -+ | | +--+ ++ |
| Isl | | | | |dl |
| ++ -+ | | -+ -+ | | -+ ++ |
| | a2| -|-|-|b2| | b4] -] -]-]c2| |
| -+ | | 4+ -+ | | 4+ |
| || || |
R I R I R +

Figure 2: Inter-AS Donain Topology with Hi erarchical PCE (Parent PCE)

The following steps are perforned to deliver the service within the
ABNO ar chi tecture:

1. Request Managenent

As shown in Figure 3, the NVS/ 0SS issues a request to the ABNO
Controller for a path between s and d. The ABNO Controller
verifies that the NVS/ 0SS has sufficient rights to make the
servi ce request.

e +
NMVS/ CSS
S S +

|

vV
Fomm oo + SR S +
| Policy +-->-+ ABNO Control | er |
| Agent | | |
- + o e e e e e e oo +

Figure 3: ABNO Request Managenent
2. Service Path Conmputation with Hierarchical PCE

The ABNO Controller needs to determne an end-to-end path for the

LSP. Since the ASes will want to maintain a degree of
confidentiality about their internal resources and topol ogy, they
wi Il not share a TED and each will have its owmn PCE. |n such a

situation, the Herarchical PCE (H PCE) architecture described in
[ RFC6805] is applicable.

As shown in Figure 4, the ABNO Controller sends a request to the

parent PCE for an end-to-end path. As described in [RFC6805], the
parent PCE consults its TED, which shows the connectivity between
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ASes. This helps it understand that the end-to-end path nust
cross each of ASa, ASh, and ASc, so it sends individual path
conput ati on requests to each of PCEs a, b, and c to deternine the
best options for crossing the ASes.

Each child PCE applies policy to the requests it receives to

det erm ne whether the request is to be allowed and to sel ect the
types of network resources that can be used in the conputation
result. For confidentiality reasons, each child PCE may supply
its computation responses using a path key [RFC5520] to hide the
details of the path segnent it has conputed.

Focmmiaeiiiaaaaas +
| ABNO Controller
Fomm et oot
| A
v |
L +- -+ Fomm e m o +
oo v . |
| Policy +-->-+ Parent PCE +---+ AS TED
| Agent | | | |
S + e S +
/ | \
/ | \
S R Fot Aot ot Aot +
| | |
| PCEa| | PCEb | | PCEcC

oo -+ oo -+ oo -+
| TEDa| | TEDb| | TEDc|

Figure 4: Path Computation Request with Hi erarchical PCE
The parent PCE collates the responses fromthe children and

applies its own policy to stitch themtogether into the best

end-to-end path, which it returns as a response to the ABNO
Controller.
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3. Provisioning the End-to-End LSP

There are several options for how the end-to-end LSP gets
provisioned in the ABNO architecture. Sone of these are described
bel ow.

3a. Provisioning fromthe ABNO Controller with a Control Plane

Figure 5 shows how the ABNO Controll er nakes a request through
the Provisioning Manager to establish the end-to-end LSP. As
described in Section 2.3.2.6, these interactions can use the
NETCONF protocol [RFC6241] or the extensions to PCEP descri bed
in [PCE-Init-LSP]. In either case, the provisioning request
is sent to the head-end Label Switching Router (LSR), and that
LSR signals in the control plane (using a protocol such as
RSVP- TE [ RFC3209]) to cause the LSP to be established.

| Manager |

Fi gure 5: Provisioning the End-to-End LSP
3b. Provisioning through Programm ng Network Resources

Anot her option is that the LSP is provisioned hop by hop from
t he Provisioning Manager using a nechani sm such as For CES

[ RFC5810] or OpenFlow [ ONF] as described in Section 2.3.2.6.
In this case, the picture is the sane as that shown in

Figure 5. The interaction between the ABNO Controller and the
Provi si oning Manager will be PCEP or NETCONF as described in

option 3a, and the Provisioning Manager will be responsible
for fanning out the requests to the individual network
el enent s.
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3c. Provisioning with an Active Parent PCE

The Active PCE is described in Section 2.3.1.7, based on the
concepts expressed in [PCE-1nit-LSP]. 1In this approach, the
process described in option 3a is nodified such that the PCE
i ssues a direct PCEP comand to the network, w thout a
response being first returned to the ABNO Controller

This situation is shown in Figure 6 and could be nodified so
that the Provisioning Manager still prograns the individua
network el ements as described in option 3b

o e e +
| ABNO Controller
Fom e +
|
\Y%
R + R +
Fommea o + | | | Provisioning
| Policy +-->-+ Parent PCE +---->----+ Manager
| Agent | | | | |
Fomm e m oo - + B T S Fo-m - - Fomm e m oo - +
/ | \ |
/ | \ |
T Fot et m e Ao - - - + vV
| | |
| PCEa| | PCEb | | PCE c | |
| || || | |
E + oo oo + oo oo + |
|
o oo e e eeeeee—aoao-- Fom e e e oo +
/ Net wor k \
o m o e e e e e e e e e e e eeeeeeoaoaoo- +

Figure 6: LSP Provisioning with an Active PCE
3d. Provisioning with Active Child PCEs and Segnent Stitching

A mxture of the approaches described in options 3b and 3c can
result in a conbination of mechani snms to programthe network
to provide the end-to-end LSP. Figure 7 shows how each child
PCE can be an Active PCE responsible for setting up an edge-
to-edge LSP segment across one of the ASes. The ABNO

Control ler then uses the Provisioning Manager to programthe

i nter-AS connections using ForCES or OpenFl ow, and the LSP
segnents are stitched together follow ng the ideas described
in [ RFC5150]. Phil osophers may debate whether the parent PCE
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in this nodel is active (instructing the children to provision
LSP segnents) or passive (requesting path segnments that the
chil dren provision).

Fom e e e e e e e e oo +
| ABNO Controller +-------- So oo +
R Iy +----+ |
| A |
\Y | |
B +- -+ |
bk | | |
| Policy +-->-+ Parent PCE |
| Agent | | | |
R + B R Femmm - ++ |
/ | \ |
/ | \ |
+- - - -+ +- - - -+ +- - - -+ |
| | | | | | |
| PCE a| | PCE b| | PCE c|
| | | | | | N
+- - - -+ +- - - -+ +-- - -+
| | | |
V V V
Fomm e m e I S U B S IR + |
| Provi sioning| |Provisioning| |Provisioning|
| Manager | | Manager | | Manager | |
R + 4----- S R, + 4----- S R, +
| | | |
V V V |
E N SR + Fom e oo -+ E N SR + |
/ AS a \ =====/ AS b \ =====/ AS c \ |
R N R N R +
| | |
+--- - - T +--- - - + |
| Provi si oni ng Manager R +
oo +

Figure 7: LSP Provisioning with Active Child PCEs and Stitching
4. Verification of Service

The ABNO Controller will need to ascertain that the end-to-end LSP
has been set up as requested. In the case of a control plane
bei ng used to establish the LSP, the head-end LSR may send a
notification (perhaps using PCEP) to report successful setup, but
to be sure that the LSP is up, the ABNO Controller will request
the OAM Handl er to perform Continuity Check QAMin the data pl ane
and report back that the LSP is ready to carry traffic.
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3. 2.

Kin

5. Notification of Service Fulfillnent

Finally, when the ABNO Controller is satisfied that the requested
service is ready to carry traffic, it will notify the NVS/ CSS.
The delivery of the service may be further checked through
auditing the network, as described in Section 2.3.2.7.

Mul ti-Layer NetworKking

Net wor ks are typically constructed using multiple layers. These

| ayers represent separations of administrative regions or of
technol ogi es and may al so represent a distinction between client and
server networking rol es.

It is preferable to coordinate network resource control and
utilization (i.e., consideration and control of multiple |ayers),
rather than controlling and optim zing resources at each | ayer

i ndependently. This facilitates network efficiency and network
automation and nay be defined as inter-layer traffic engi neering.

The PCE architecture supports inter-layer traffic engineering

[ RFC5623] and, in conmbination with the ABNO architecture, provides a
suite of capabilities for network resource coordination across
nultiple |layers.

The foll owi ng use case denpnstrates ABNO used to coordinate

al l ocation of server-layer network resources to create virtua
topology in a client-layer network in order to satisfy a request for
end-to-end client-layer connectivity. Consider the sinple nmulti-

| ayer network in Figure 8.

+--+ Ao+ -t +--+ Ao+ -t
| PLl---| P2| ---| P3| | P4| ---| P5| -- | Pé|
R R K SR e R R K SR e
\ /
\ /
R R e
| L1l --]L2] -] L3|
+--+  H--+ -t

Figure 8 Milti-Layer Network

There are six packet-layer routers (Pl through P6) and three optical -
| ayer | anbda switches (L1 through L3). There is connectivity in the
packet |ayer between routers P1, P2, and P3, and al so between routers
P4, P5, and P6, but there is no packet-layer connectivity between
these two islands of routers, perhaps because of a network failure or
per haps because all existing bandw dth between the islands has
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al ready been used up. However, there is connectivity in the optica
| ayer between switches L1, L2, and L3, and the optical network is
connected out to routers P3 and P4 (they have optical |ine cards).
In this exanple, a packet-layer connection (an MPLS LSP) is desired
bet ween P1 and P6.

In the ABNO architecture, the following steps are perfornmed to
deliver the service

1. Request Managenent

As shown in Figure 9, the Application Service Coordi nator issues a
request for connectivity fromPl to P6 in the packet-I|ayer

network. That is, the Application Service Coordi nator requests an
MPLS LSP with a specific bandwidth to carry traffic for its
application. The ABNO Controller verifies that the Application
Servi ce Coordi nator has sufficient rights to make the service

request.
e +
| Application Service
Coor di nat or |
S S +
|
\Y,
S . e +
| Policy+->-+ ABNO Controller |
| Agent | | |
S R, + o e e e e e e e +

Figure 9: Application Service Coordi nator Request Managenent
2. Service Path Conputation in the Packet Layer

The ABNO Controller sends a path conputation request to the
packet -l ayer PCE to conmpute a suitable path for the requested LSP
as shown in Figure 10. The PCE uses the appropriate policy for
the request and consults the TED for the packet |layer. It
deternmines that no path is imedi ately avail abl e.
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e +
| ABNO Controller
Fom e e e a oo +
|
\Y,
Fomm oo + T + Fomm oo +
| Policy +-->--+ Packet-Layer +---+ Packet |
| Agent | | PCE | | TED
- + o e o + - +

Figure 10: Path Conputation Request
3. Invocation of VNTM and Path Conputation in the Optical Layer

After the path conputation failure in step 2, instead of notifying
the ABNO Controller of the failure, the PCE i nvokes the VNTMto
see whether it can create the necessary link in the virtua

networ k topol ogy to bridge the gap

As shown in Figure 11, the packet-layer PCE reports the
connectivity problemto the VNTM and the VNTM consults policy to
determ ne what it is allowed to do. Assunming that the policy
allows it, the VNTM asks the optical-layer PCE to find a path
across the optical network that could be provisioned to provide a

virtual link for the packet layer. |In addressing this request,
the optical -layer PCE consults a TED for the optical-Iayer
net wor k.
[ +
Fomm oo + | | R +
| Policy +-->--+ VNTM +--<--+ Packet - Layer
| Agent | | | | PCE |
- + +- - o - -+ o e o +
|
\Y,
Fom e e e oo oo - + R +
| Optical-Layer +---+ Optical
| PCE | | TED |
oo + R +

Figure 11: Invocation of VNIM and Optical - Layer Path Computation
4. Provisioning in the Optical Layer

Once a path has been found across the optical -l1ayer network, it

needs to be provisioned. The options follow those in step 3 of

Section 3.1. That is, provisioning can be initiated by the
optical-layer PCE or by its user, the VNTM The command can be

King & Farrel I nf or mati onal [ Page 32]



RFC 7491 PCE- Based Architecture for ABNO March 2015

sent to the head end of the optical LSP (P3) so that the contro
pl ane (for exanple, GWLS RSVP-TE [ RFC3473]) can be used to
provision the LSP. Alternatively, the network resources can be
provi sioned directly, using any of the nechani sns described in
Section 2.3.2.6.

5. Creation of Virtual Topology in the Packet Layer

Once the LSP has been set up in the optical layer, it can be made
avail able in the packet layer as a virtual link. |If the GWLS
signaling used the nechani sns described in [RFC6107], this process
can be automated within the control plane; otherwise, it may
require a specific instruction to the head-end router of the
optical LSP (for example, through I2RS).

Once the virtual link is created as shown in Figure 12, it is
advertised in the 1G for the packet-layer network, and the link
will appear in the TED for the packet-layer network.

Fomm e +
| Packet |
| TED |
Fommm - +- +
A
|
+- -+ +- -+
[P3] .. | P4|
+- -+ +- -+
\ /
\ /

+o-t A4 -+
| L1] --| L2|--]|L3|
R A

Figure 12: Advertisenent of a New Virtual Link

6. Path Conputation Conpletion and Provisioning in the Packet Layer
Now t here are sufficient resources in the packet-Ilayer network.
The PCE for the packet |ayer can conplete its work, and the MPLS
LSP can be provisioned as described in Section 3.1.

7. Verification and Notification of Service Fulfill ment
As discussed in Section 3.1, the ABNO Controller will need to
verify that the end-to-end LSP has been correctly established

before reporting service fulfillment to the Application Service
Coor di nat or .
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Furthernore, it is highly likely that service verification will be
necessary before the optical-layer LSP can be put into service as
a virtual link. Thus, the VNTMw Il need to coordinate with the

OAM Handl er to ensure that the LSP is ready for use.
3.2.1. Data Center Interconnection across Milti-Layer Networks

In order to support new and energi ng cl oud-based applications, such
as real -tinme data backup, virtual nachine migration, server
clustering, or load reorganization, the dynani c provisioning and
allocation of IT resources and the interconnection of nultiple,
renote Data Centers (DCs) is a grow ng requiremnent.

These operations require traffic being delivered between data
centers, and, typically, the connections providing such inter-DC
connectivity are provisioned using static circuits or dedicated

| eased lines, leading to an inefficiency in terns of resource
utilization. Moreover, a basic requirenent is that such a group of
renote DCs can be operated | ogically as one.

In such environments, the data plane technol ogy is operator and
provi der dependent. Their customers may rent |anbda switch capabl e
(LSC), packet switch capable (PSC), or tine division multiplexing
(TDM services, and the application and usage of the ABNO
architecture and Controller enable the required dynani c end-to-end
network service provisioning, regardl ess of underlying service and
transport |ayers.

Consequently, the interconnection of DCs may involve the operation
control, and managenment of heterogeneous environnents: each DC site
and the netro-core network segnent used to interconnect them with
regard to not only the underlying data plane technol ogy but also the
control plane. For exanple, each DC site or domain could be
controlled locally in a centralized way (e.g., via OpenFlow [ ONF]),
whereas the nmetro-core transport infrastructure is controlled by
GWLS. Although OpenFlow is specially adapted to single-donmain

i ntra-DC networks (packet-level control, lots of routing exceptions),
a standardi zed GWLS-based architecture woul d enabl e dynani c optica
resource allocation and restoration in nulti-domain (e.g., nulti-
vendor) core networks interconnecting distributed data centers.
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The application of an ABNO architecture and rel ated procedures woul d
i nvol ve the foll ow ng aspects:

1

Request fromthe Application Service Coordinator or NVS

As shown in Figure 13, the ABNO Controller receives a request from
the Application Service Coordinator or fromthe NMS, in order to
create a new end-to-end connection between two end points. The
actual addressing of these end points is discussed in the next
section. The ABNO Controller asks the PCE for a path between
these two end points, after considering any applicable policy as
defined by the Policy Agent (see Figure 1).

| Application Service
| Coor di nat or or NMVS

S S +
|
\Y
Fomm - - + Fom o Fom o +
| Policy+->-+ ABNO Controller |
| Agent | | |
S R, + o e e e e e e e +

Figure 13: Application Service Coordinator Request Managenent
Addr ess Mappi ng

In order to conmpute an end-to-end path, the PCE needs to have a
unified view of the overall topol ogy, which neans that it has to
consider and identify the actual end points with regard to the
client network addresses. The ABNO Controller and/or the PCE nay
need to translate or nap addresses fromdi fferent address spaces.
Dependi ng on how the topology information is di ssem nated and

gat hered, there are two possible scenari os:

2a. The Application Layer Knows the Client Network Layer

Entities belonging to the application |ayer nmay have an
interface with the TED or with an ALTO Server allow ng those
entities to map the high-level end points to network
addresses. The mechani smused to enabl e this address
correlation is out of scope for this docunent but relies on
direct interfaces to other ABNO conponents in addition to the
interface to the ABNO Controller
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In this scenario, the request fromthe NVMS or Application
Servi ce Coordi nator contains addresses in the client-1layer
network. Therefore, when the ABNO Controller requests the PCE
to conpute a path between two end points, the PCE is able to
use the supplied addresses, conmpute the path, and continue the
wor kfl ow i n communi cation with the Provisioning Manager.

2b. The Application Layer Does Not Know the Cient Network Layer

In this case, when the ABNO Controller receives a request from
the NVM5 or Application Service Coordinator, the request
contains only identifiers fromthe application-|layer address
space. |In order for the PCE to compute an end-to-end path,
these identifiers must be converted to addresses in the
client-layer network. This translation can be perforned by
the ABNO Controller, which can access the TED and ALTO

dat abases al |l owi ng the path conputation request that it sends
to the PCE to sinply be contained within one network and TED
Al ternatively, the conputation request could use the
application-layer identifiers, leaving the job of address
mappi hg to the PCE

Note that in order to avoid any confusion both approaches in
this scenario require clear identification of the address
spaces that are in use

3. Provisioning Process

Once the path has been obtained, the Provisioning Manager receives
a high-level provisioning request to provision the service.

Since, in the considered use case, the network el ements are not
necessarily configured using the sanme protocol, the end-to-end
path is split into segnments, and the ABNO Controll er coordi nates
or orchestrates the establishment by adapting and/or translating
the abstract provisioning request to concrete segment requests by
nmeans of a VNTM or PCE that issues the correspondi ng conmands or
instructions. The provisioning may involve configuring the data
pl ane el ements directly or delegating the establishrment of the
underlying connection to a dedi cated control plane instance
responsi ble for that segment.
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The Provisi oni ng Manager coul d use a nunber of mechanisnms to
programthe network el enents, as shown in Figure 14. It learns
whi ch technol ogy is used for the actual provisioning at each
segnent by either manual configuration or discovery.

o e e e e e oo +
| ABNO Controller
S . S +
|
|
\Y,
S R, + S R, R, +
| VNTM +--<--+ PCE
T S S . +
| |
\Y, \Y,
+--m - - Fom e e e oo - S +
| Pr ovi si oni ng Manager
Fo e iaeiiieiaeiciiaaaaaaas +
| | | | |
\Y, \Y, | \Y,
OpenFl ow  V For CES \% PCEP
NETCONF SNVP

Fi gure 14: Provisioning Process
4. Verification and Notification of Service Fulfill ment

Once the end-to-end connectivity service has been provisioned, and
after the verification of the correct operation of the service,
the ABNO Controller needs to notify the Application Service
Coordi nat or or NVS.

3.3. Make- bef or e- Break

A nunber of different services depend on the establishment of a new
LSP so that traffic supported by an existing LSP can be switched with
little or no disruption. This section describes those use cases,
presents a generic nodel for make-before-break within the ABNO
architecture, and shows how each use case can be supported by using
el ements of the generic nodel

3.3.1. Make-before-Break for Reoptinization
Make- bef ore-break is a nechani sm supported in RSVP-TE signaling where
a new LSP is set up before the LSP it replaces is torn down

[ RFC3209]. This process has several benefits in situations such as
reoptim zation of in-service LSPs.

King & Farrel I nf or mati onal [ Page 37]



RFC 7491 PCE- Based Architecture for ABNO March 2015

The process is sinple, and the exanple shown in Figure 15 utilizes a
Stateful PCE [Stateful -PCE] to nonitor the network and take

reoptim zati on actions when necessary. |n this process, a service
request is made to the ABNO Controller by a requester such as the
OSS. The service request indicates that the LSP should be

reoptim zed under specific conditions according to policy. This

all ows the ABNO Controller to nanage the sequence and prioritization
of reoptimzing multiple LSPs using elenents of G obal Concurrent
Optim zation (GCO as described in Section 3.4, and appl ying policies
across the network so that, for instance, LSPs for delay-sensitive
services are reoptim zed first.

The ABNO Controll er conm ssions the PCE to conpute and set up the
initial path.

Over tine, the PCE nmonitors the changes in the network as refl ected
in the TED, and according to the configured policy may conpute and
set up a replacenent path, using nmake-before-break within the

net wor k.

Once the new path has been set up and the network reports that it is

bei ng used correctly, the PCE tears down the old path and may report
the reoptimzation event to the ABNO Controller

| Agent | E E + +- - - - +

Figure 15: The Make-before-Break Process
3.3.2. Make-before-Break for Restoration
Make- bef ore-break nmay al so be used to repair a failed LSP where there

is a desire to retain resources along some of the path, and where
there is the potential for other LSPs to "steal" the resources if the
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failed LSP is torn down first. Unlike the exanple in Section 3.3.1,

this case addresses a situation where the service is interrupted, but
this interruption arises fromthe break in service introduced by the
network failure. Gobviously, in the case of a point-to-mnultipoint

LSP, the failure mght only affect part of the tree and the

di sruption will only be to a subset of the destination | eaves so that
a nake- bef ore-break restoration approach will not cause disruption to
the | eaves that were not affected by the original failure.

Figure 16 shows the conponents that interact for this use case. A
service request is nade to the ABNO Controller by a requester such as
the GSS. The service request indicates that the LSP nay be restored
after failure and should attenpt to reuse as much of the origina

pat h as possi bl e.

The ABNO Controll er conm ssions the PCE to conpute and set up the
initial path. The ABNO Controller also requests the OAM Handler to
initiate OAMon the LSP and to nonitor the results.

At sone point, the network reports a fault to the OAM Handl er, which
notifies the ABNO Controller

The ABNO Controller conm ssions the PCE to conpute a new path,
reusing as much of the original path as possible, and the PCE sets up
the new LSP

Once the new path has been set up and the network reports that it is
bei ng used correctly, the ABNO Controller instructs the PCE to tear
down the ol d path.

o oo e +
| OSS/ NMS / Application Service Coordinator
oo oo +
S !I- ------------ + Fomm - +
ABNO Controller +---+ OAM |
e e + | Handl er
| +o- - - - -+
- - + |
PCE |
E E + |
| |
oo oo +-+
/ Net wor k \
o m o oo +

Figure 16: The Make-before-Break Restoration Process
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3.3.3. Make-before-Break for Path Test and Sel ecti on

In a nore conplicated use case, an LSP may be nonitored for a numnber
of attributes, such as delay and jitter. Wen the LSP falls below a
threshold, the traffic my be noved to another LSP that offers the
desired (or at least a better) quality of service. To achieve this,
it is necessary to establish the new LSP and test it, and because the
traffic nust not be interrupted, make-before-break nust be used.

Moreover, it may be the case that no new LSP can provi de the desired
attributes and that a nunber of LSPs need to be tested so that the
best can be selected. Furthernore, even when the original LSP is set
up, it could be desirable to test a nunmber of LSPs before deciding
whi ch should be used to carry the traffic.

Figure 17 shows the conponents that interact for this use case.
Because nmultiple LSPs m ght exist at once, a distinct action is
needed to coordi nate which one carries the traffic, and this is the
job of the 12RS Client acting under the control of the ABNO
Controller.

The OAM Handl er is responsible for initiating tests on the LSPs and
for reporting the results back to the ABNO Controller. The OAM
Handl er can al so check end-to-end connectivity test results across a
mul ti-domai n network even when each domain runs a different

technol ogy. For exanple, an end-to-end path night be achi eved by
stitching together an MPLS segnent, an Ethernet/VLAN segnent, another
| P segnent, etc.

QO herwi se, the process is sinmlar to that for reoptimzation as
di scussed in Section 3.3.1.
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o m m e e e e e e e e e e e e e e e eeaao o +
| OSS / NMS / Application Service Coordi nator |
o e e e e a o o e e e e a o +
[ S, + Fom e e oo - !I- ------------ + E +
| Policy+---+ ABNO Controller +----+ OAM |
| Agent | | +--+ | Handl er |
S RS + e e + | -4
B |+ ------- + +--|+---+I
PCE | 12RS | |
e e + |Client| |
| +- - - - -+
| | |
o e e e e o oo +--- - - +- +
/ Net wor k \
o oo m o e e e e e e e e e e e e e e e e e e m o= +

Figure 17: The Make-before-Break Path Test and Sel ecti on Process

The pseudocode that follows gives an indication of the interactions
bet ween ABNO conponents.

CSS requests quality-assured service
: Label 1

Dowhi | e not enough LSPs (ABNO Controll er)
Instruct PCE to conpute and provision the LSP (ABNO Controller)
Create the LSP (PCE)

EndDo

: Label 2

DoFor each LSP (ABNO Controller)

Test LSP (OAM Handl er)

Report results to ABNO Controller (OAM Handl er)
EndDo

Evaluate results of all tests (ABNO Controller)
Sel ect preferred LSP and instruct 12RS Cient (ABNO Controller)
Put traffic on preferred LSP (12RS dient)

DoWil e too many LSPs (ABNO Controller)
Instruct PCE to tear down unwanted LSP (ABNO Controller)
Tear down unwanted LSP ( PCE)

EndDo
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3.

DoUntil trigger (OAM Handl er, ABNO Controller, Policy Agent)
keep sending traffic (Network)
Test LSP ( OAM Handl er)

EndDo

If there is already a suitable LSP (ABNO Controll er)
GoTo Label 2

El se
GoTo Label 1

Endl f

A obal Concurrent Optim zation

A obal Concurrent Optimzation (GCO is defined in [ RFC5557] and
represents a key technology for maxim zing network efficiency by
conputing a set of traffic-engineered paths concurrently. A GCO path
conput ati on request will sinmultaneously consider the entire topol ogy
of the network, and the conplete set of new LSPs together with their
respective constraints. Simlarly, GCO nmay be applied to reconpute
the paths of a set of existing LSPs.

GCO may be requested in a nunber of scenarios. These include:

o Routing of new services where the PCE shoul d consi der ot her
services or network topol ogy.

o A reoptimzation of existing services due to fragmented network
resources or suboptim zed placenent of sequentially conputed
servi ces.

o Recovery of connectivity for bulk services in the event of a
cat astrophic network failure.

A service provider may al so want to conpute and depl oy new bul k
services based on a predicted traffic matrix. The GCO functionality
and capability to performconcurrent conputation provide a
significant network optim zation advantage, thus utilizing network
resources optimally and avoi di ng bl ocki ng.

The foll owi ng use case shows how t he ABNO architecture and conponents
are used to achieve concurrent optim zation across a set of services.
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3.4.1. Use Case: GCOwith MPLS LSPs

When consi dering the GCO path conputati on problem we can split the
GCO objective functions into three optimn zation categori es:

o Mninmze aggregate Bandw dth Consunption (MBC).
0 Mnimze the |load of the Mdst Loaded Link (ML).
o0 Mnimze Curmul ative Cost of a set of paths (MCC).

Thi s use case assunes that the GCO request will be offline and be
initiated froman NMS/COSS; that is, it nay take significant tine to
conpute the service, and the paths reported in the response nmay want
to be verified by the user before being provisioned within the

net wor k.

1. Request Managenent

The NMS/ OSS issues a request for new service connectivity for bul k
services. The ABNO Controller verifies that the NV5/ OSS has
sufficient rights to make the service request and apply a GCO
attribute with a request to M nimze aggregate Bandwi dth
Consunption (MBC), as shown in Figure 18.

o e e e e e oo +
| NMVS/ CSS
Fomm oo - Fomm oo - +
|
\Y
Fomm e e + Fom oo U +
| Policy +-->-+ ABNO Controller |
| Agent | | |
Fomm e m oo - + Fom e e e e e e aao - +

Figure 18: NVB Request to ABNO Controller

la. Each service request has a source, destination, and bandw dth
request. These service requests are sent to the ABNO
Control |l er and categorized as GCO requests. The PCE uses the
appropriate policy for each request and consults the TED for
the packet | ayer.
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2. Service Path Conputation in the Packet Layer

To conmpute a set of services for the GCO application, PCEP
supports synchroni zation vector (SVEC) lists for synchronized
dependent path conputations as defined in [RFC5440] and descri bed
in [ RFC6007] .

2a. The ABNO Controll er sends the bul k service request to the
GCO capabl e packet-1ayer PCE using PCEP nmessagi ng. The PCE
uses the appropriate policy for the request and consults the
TED for the packet |ayer, as shown in Figure 19.

Focmmiaeiiiaaaaas +
| ABNO Controller
I TR +
I
\Y,
Fomm oo + T + Fomm oo +

| | | |
| Policy +-->--+ GCO Capable +---+ Packet |
| Agent | | Packet-Layer | | TED

| | | PCE | |

Figure 19: Path Conputation Request from GCO Capabl e PCE

2b. Upon receipt of the bulk (GCO service requests, the PCE
applies the MBC objective function and conputes the services
concurrently.

2c. Once the requested GCO service path conputation conpletes, the
PCE sends the resulting paths back to the ABNO Controller
The response includes a fully conputed explicit path for each
service (TE LSP).
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3. The concurrently conputed solution received fromthe PCE is sent
back to the NVMS/ 0SS by the ABNO Controller as a PCEP response, as
shown in Figure 20. The NWMS/ OSS user can then check the candidate
pat hs and either provision the new services or save the solution
for deployment in the future.

oo ee e +
| NMG/ OSS
o me e o mm e +
N
|
oo oo +

Figure 20: ABNO Sends Solution to the NWMS/ GSS
3.5. Adaptive Network Managenent (AN

The ABNO architecture provides the capability for reactive network
control of resources relying on classification, profiling, and

predi cti on based on current demands and resource utilization
Server -l ayer transport network resources, such as Optical Transport
Network (OTN) time-slicing [G 709], or the fine granularity grid of
wavel engths with variable spectral bandwidth (flexi-grid) [G 694.1],
can be nmani pul ated to neet current and projected denmands in a nodel
called Elastic Optical Networks (EQN) [ EQN .

EON provi des spectrumefficient and scal abl e transport by introducing
flexible granular traffic grooming in the optical frequency domain.
This is achieved using arbitrary conti guous concatenati on of the
optical spectrumthat allows the creation of customsized bandw dth.
This bandwidth is defined in slots of 12.5 GHz.

Adapti ve Network Managenment (ANM with EON al |l ows appropriately sized
optical bandwi dth to be allocated to an end-to-end optical path. In
flexi-grid, the allocation is performed according to the traffic

vol unme, optical nodul ation format, and associ ated reach, or follow ng
user requests, and can be achieved in a highly spectrumefficient and
scal able manner. Simlarly, OIN provides for flexible and granul ar
provi si oni ng of bandwi dth on top of Wavel ength Switched Optica

Net wor ks (WWBONs) .

To efficiently use optical resources, a systemis required that can
noni tor network resources and deci de the optimal network
configuration based on the status, bandwi dth availability, and user
service. W call this ANM
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3.5.1. ANM Trigger

There are different reasons to trigger an adaptive network managemnent
process; these include:

0o Measurenent: Traffic measurenents can be used in order to cause
spectrum al l ocations that fit the traffic needs as efficiently as
possible. This function may be influenced by nmeasuring the IP
router traffic flows, by examining traffic engineering or link
state databases, by usage thresholds for critical links in the
network, or by requests fromexternal entities. Nowadays, network
operators have active nonitoring probes in the network that store
their results in the OSS. The OSS or OAM Handl er components
activate this neasurenent-based trigger, so the ABNO Controll er
woul d not be directly involved in this case.

0 Human: Operators may request ABNO to run an adaptive network
pl anni ng process via an NVB.

o Periodic: An adaptive network planning process can be run
periodically to find an opti mum configuration

An ABNO Controller would receive a request froman OSS or NM5 to run
an adaptive network nanager process.

3.5.2. Processing Request and GCO Comnput ati on

Based on the human or periodic trigger requests described in the
previous section, the OSS or NM5 will send a request to the ABNO
Controller to perform EON-based GCO.  The ABNO Controller will select
a set of services to be reoptim zed and choose an objective function
that will deliver the best use of network resources. |n making these
choi ces, the ABNO Controller is guided by network-w de policy on the
use of resources, the definition of optimzation, and the |evel of
perturbation to existing services that is tolerable.

This request for GCOis passed to the PCE, along the |ines of the
description in Section 3.4. The PCE can then consider the end-to-end
pat hs and every channel’s optinmal spectrum assignnment in order to
satisfy traffic demands and optim ze the optical spectrum consunption
wi thin the network.

The PCE will operate on the TED but is likely to also be stateful so
that it knows which LSPs correspond to which waveband al | ocati ons on
which links in the network. Once the PCE arrives at an answer, it
returns a set of potential paths to the ABNO Controller, which passes
themon to the NVM5 or OSS to supervisel/select the subsequent path

set up/ nodi fi cati on process.
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Thi s exchange is shown in Figure 21. Note that the figure does not
show the interactions used by the OSS/NM5 for establishing or
nodi fying LSPs in the network.

oo e e e e e e e oo - +
| 0SS or NVS
e B I ey +

| AN
v

[ + S B +

| Policy+->-+ ABNO Control | er |

| Agent | | |

S e + S e +

| AN

v
+-- - - B
+ PCE |
R +

Fi gure 21: Adaptive Network Managerment with Human | ntervention

3.5.3. Autonmated Provisioning Process

Al t hough npbst network operations are supervised by the operator,
there are sone actions that may not require supervision, like a
sinple nmodification of a nodulation format in a Bit-rate Variable
Transponder (BVT) (to increase the optical spectrumefficiency or
reduce energy consunption). In this process, where human
intervention is not required, the PCE sends the Provisioning Manager

a new configuration to configure the network el enents, as shown in
Fi gure 22.
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| Agent | | |

Fi gure 22: Adaptive Network Managenment without Human | ntervention
3.6. Pseudowi re Operations and Managenent

Pseudowi res in an MPLS network [ RFC3985] operate as a formof |ayered
network over the connectivity provided by the MPLS network. The
pseudowi res are carried by LSPs operating as transport tunnels, and
pl anning is necessary to determ ne how those tunnels are placed in
the network and which tunnels are used by any pseudowi re.

This section considers four use cases: multi-segnent pseudow res,

pat h- di ver se pseudow res, path-diverse nulti-segnment pseudow res, and
pseudow re segment protection. Section 3.6.5 describes the
applicability of the ABNO architecture to these four use cases.

3.6.1. Milti-Segnent Pseudowi res

[ RFC5254] describes the architecture for multi-segment pseudow res.
An end-to-end service, as shown in Figure 23, can consist of a series
of stitched segnents shown in the figure as AC, PW, PW2, PWB, and
AC. Each pseudowire segnent is stitched at a "stitching Provider
Edge" (S-PE): for exanple, PW is stitched to PW2 at S-PEL. Each
access circuit (AC) is stitched to a pseudowire segnent at a
"termnating PE'" (T-PE): for exanple, PW is stitched to the AC at

T- PE1.
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Each pseudowi re segnent is carried across the MPLS network in an LSP
operating as a transport tunnel: for exanple, PW is carried in LSP1
The LSPs between PE nodes may traverse different MPLS networks with
the PEs as border nodes, or the PEs may lie within the network such
that each LSP spans only part of the network.

AC | | :::::::l | :::::::l | :::::::l | AC | |

Fi gure 23: Milti-Segnent Pseudowire

VWil e the topology shown in Figure 23 is easy to navigate, the
reality of a deployed network can be considerably nore conplex. The
topology in Figure 24 shows a small mesh of PEs. The |inks between
the PEs are not physical links but represent the potential of MPLS
LSPs between the PEs.

VWhen establishing the end-to-end service between Custoner Edge nodes
(CEs) CE1 and CE2, sone choice nust be nade about which PEs to use.
In other words, a path conputation nust be nade to deternine the
pseudow re segnment "hops", and then the necessary LSP tunnels nust be
established to carry the pseudowi re segnments that will be stitched

t oget her.

O course, each LSP nay itself require a path conputation decision to
route it through the MPLS network between PEs.

The choice of path for the nulti-segment pseudowire will depend on
such issues as:

- MPLS connectivity
- MPLS bandwi dth availability
- pseudowire stitching capability and capacity at PEs

- policy and confidentiality considerations for use of PEs
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e oo il / L S
| CE1| - - - - | T- PE1]| | | T- PE2| - - - - | CE2
A Ve Ve [«---- .-

Figure 24: Muilti-Segnent Pseudowi re Network Topol ogy
3.6.2. Path-Diverse Pseudowi res

The connectivity service provided by a pseudowire may need to be
resilient to failure. In many cases, this function is provided by
provisioning a pair of pseudowi res carried by path-diverse LSPs
across the network, as shown in Figure 25 (the ternminology is
inherited directly from[RFC3985]). Cearly, in this case, the
challenge is to keep the two LSPs (LSP1 and LSP2) disjoint within the
MPLS network. This problemis not different fromthe normal MPLS

pat h-di versity probl em

| PEL | LSP1 | PE2
AC | | :::::::::::::::::::::::l | AC
e PWL. ... ... ... L ----

--- - / | | :::::::::::::::::::::::l | |
| |/ | | | | Vi |
| CE1 + | | MPLS Net wor k | | + CE2 |
| I\ | | | | Il |

[, \ | | :::::::::::::::::::::::l | f A—

e PW. . . . ----
AC | | :::::::::::::::::::::::l | AC
| | LSP2 | |

Fi gure 25: Path-Di verse Pseudowi res

The pat h-di verse pseudowire is developed in Figure 26 by the
"dual - hom ng" of each CE through nore than one PE. The requirenent
for LSP path diversity is exactly the sane, but it is conplicated by
the LSPs having distinct end points. 1In this case, the head-end
router (e.g., PEl) cannot be relied upon to naintain the path

di versity through the signaling protocol because it is aware of the
path of only one of the LSPs. Thus, sone form of coordinated path
conput ati on approach i s needed.
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| PEL | LSP1 | PE2 |
AC | | :::::::::::::::::::::::l | AC
e PWL. ... ... ... L ---
/ | | :::::::::::::::::::::::l | \
----- ;o | | | e
| M e Vo
| CE1 + MPLS Net wor k + CE2 |
T S L T
----- \ | PE3 | | PE4 | [ -----
\ | | :::::::::::::::::::::::l | /
e PW. . . . ---
AC | | :::::::::::::::::::::::l | AC
| | LSP2 | |

Figure 26: Path-Diverse Pseudow res with Disjoint PEs
3.6.3. Path-Di verse Milti-Segnent Pseudow res

Figure 27 shows how the services in the previous two sections nmay be
conbined to offer end-to-end diverse paths in a multi-segnent
environnent. To offer end-to-end resilience to failure, two entirely
di verse, end-to-end nulti-segnment pseudow res nay be needed.

| | |
S . Ve Ve [-----

Figure 27: Path-Diverse Milti-Segnent Pseudowi re Network Topol ogy

Just as in any diverse-path conputation, the selection of the first
path needs to be made with awareness of the fact that a second, fully
di verse path is also needed. |If a sequential conputation was applied
to the topology in Figure 27, the first path CEl, T-PEl, S-PE1l

S-PE3, T-PE2, CE2 woul d nake it inpossible to find a second path that
was fully diverse fromthe first.
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But the problemis conplicated by the multi-layer nature of the
network. It is not enough that the PEs are chosen to be diverse
because the LSP tunnel s between them mi ght share links within the
MPLS network. Thus, a nmulti-layer planning solution is needed to
achi eve the desired | evel of service.

3.6.4. Pseudowi re Segnent Protection

An alternative to the end-to-end pseudow re protection service
enabl ed by the nechani sm described in Section 3.6.3 can be achi eved
by protecting individual pseudowi re segnents or PEs. For exanple, in
Figure 27, the pseudow re between S-PE1 and S-PE5 may be protected by
a pair of stitched segnents running between S-PE1 and S-PE5, and
between S-PE5 and S-PE3. This is shown in detail in Figure 28.

| S PEL | LSPL | S PE5 | LSP3 | S PE3 |

| | ::::::::::::l | ::::::::::::l |

| PWL. . ................ PWB.......... | Qutgoing
| ncom ng | | ::::::::::::l | ::::::::::::l | Segn"ent
Segment | [

............ | | |

| | | |

| | :::::::::::::::::::::::::::::::::| |

. PVR. . oo |

| | :::::::::::::::::::::::::::::::::| |

| | LSP2 | |

Figure 28: Fragnent of a Segnent-Protected Milti-Segnent Pseudow re

The deternination of pseudowire protection segnments requires
coordi nation and planning, and just as in Section 3.6.5, this

pl anni ng rmust be cogni zant of the paths taken by LSPs through the
under|yi ng MPLS net wor ks.

3.6.5. Applicability of ABNO to Pseudow res

The ABNO architecture lends itself well to the planning and contro

of pseudowires in the use cases descri bed above. The user or
application needs a single point at which it requests services: the
ABNO Controller. The ABNO Controller can ask a PCE to draw on the

t opol ogy of pseudowi re stitching-capable PEs as well as additiona

i nformati on regarding PE capabilities, such as |oad on PEs and

admini strative policies, and the PCE can use a series of TEDs or

ot her PCEs for the underlying MPLS networks to determ ne the paths of
the LSP tunnels. At the time of this witing, PCEP does not support
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pat h conputation requests and responses concerni ng pseudow res, but
the concepts are very sinilar to existing uses and the necessary
extensi ons woul d be very snall

Once the paths have been computed, a number of different provisioning
systens can be used to instantiate the LSPs and provision the

pseudow res under the control of the Provisioning Manager. The ABNO
Controller will use the 12RS Cient to instruct the network devices
about what traffic should be placed on which pseudowi res and, in
conjunction with the OAM Handl er, can ensure that failure events are
handl ed correctly, that service quality |levels are appropriate, and
that service protection |evels are maintained.

In many respects, the pseudowi re network forms an overlay network
(with its own TED and provi sioni ng nechani sns) carried by underlying
packet networks. Further client networks (the pseudow re payl oads)
may be carried by the pseudowi re network. Thus, the probl em space
bei ng addressed by ABNO in this case is a classic nmulti-Ilayer

net wor k.

3.7. Cross-Stratum Optim zation (CSO

Considering the term"stratuni to broadly differentiate the |ayers of
nost concern to the application and to the network in general, the
need for Cross-Stratum Optinization (CSO arises when the application
stratum and network stratum need to be coordinated to achieve
operational efficiency as well as resource optimization in both
application and network strata.

Dat a center-based applications can provide a wi de variety of services
such as video gam ng, cloud conputing, and grid applications. High-
bandwi dt h vi deo applications are also emergi ng, such as renote

medi cal surgery, live concerts, and sporting events.

This use case for the ABNO architecture is mainly concerned with data
center applications that nake substantial bandw dth denands either in
aggregate or individually. 1In addition, these applications may need

speci fic bounds on QoS-rel ated paraneters such as latency and jitter.

3.7.1. Data Center Network Operation

Data centers cone in a wide variety of sizes and configurations, but
all contain conpute servers, storage, and application control. Data
centers offer application services to end-users, such as video

gami ng, cloud computing, and others. Since the data centers used to
provi de application services may be distributed around a network, the
deci si ons about the control and managenent of application services,
such as where to instantiate another service instance or to which
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data center a new client is assigned, can have a significant inpact
on the state of the network. Conversely, the capabilities and state
of the network can have a mmjor inpact on application performance.

These decisions are typically nade by applications with very little
or no information concerning the underlying network. Hence, such
deci si ons may be suboptinmal fromthe application’s point of view or
consi dering network resource utilization and quality of service.

Cross-Stratum Optim zation is the process of optinizing both the
application experience and the network utilization by coordinating
decisions in the application stratumand the network stratum
Application resources can be roughly categorized into conputing
resources (i.e., servers of various types and granularities, such as
Virtual Machines (VMs), nenory, and storage) and content (e.g.

vi deo, audi o, databases, and | arge data sets). By "network stratunf
we nean the I P layer and below (e.g., MPLS, Synchronous Digita

Hi erarchy (SDH), OTN, WOM. The network stratum has resources that
include routers, switches, and links. W are particularly interested
in further unleashing the potential presented by MPLS and GWPLS
control planes at the | ower network layers in response to the high
aggregate or individual demands fromthe application |ayer.

This use case denonstrates that the ABNO architecture can allow
cross-stratum application/network optim zation for the data center
use case. Oher forns of Cross-Stratum Optinization (for exanple,
for peer-to-peer applications) are out of scope.

3.7.1.1. Virtual Machine Mgration

A key enabler for data center cost savings, consolidation
flexibility, and application scalability has been the technol ogy of
conpute virtualization provided through Virtual Machines (VMs). To
the software application, a VM1 ooks |ike a dedicated processor wth
dedi cated nmenory and a dedi cated operating system

VMs not only offer a unit of conpute power but al so provide an
"application environnent" that can be replicated, backed up, and
noved. Different VM configurations my be offered that are optim zed
for different types of processing (e.g., menory intensive, throughput
i ntensive).
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VMs nay be noved between conpute resources in a data center and could
be nmoved between data centers. VM migration serves to bal ance | oad
across data center resources and has several nodes:

(i) schedul ed vs. dynamic;
(ii) bulk vs. sequential
(iii) point-to-point vs. point-to-multipoint

VWiile VM mgration may sol ve problens of |oad or planned mai nt enance

within a data center, it can also be effective to reduce network | oad
around the data center. But the act of migrating VMs, especially

bet ween data centers, can inpact the network and ot her services that

are offered.

For certain applications such as disaster recovery, bulk migration is
required on the fly, which may necessitate concurrent conputation and
path setup dynam cally.

Thus, application stratum operations nmust al so take into account the
situation in the network stratum even as the application stratum
actions may be driven by the status of the network stratum

3.7.1.2. Load Bal anci ng

Application servers may be instantiated in many data centers | ocated
in different parts of the network. Wen an end-user makes an
application request, a decision has to be made about which data
center should host the processing and storage required to neet the
request. One of the major drivers for operating nultiple data
centers (rather than one very large data center) is so that the
application will run on a machine that is closer to the end-users and
thus inprove the user experience by reducing network | atency.

However, if the network is congested or the data center is

over| oaded, this strategy can backfire.

Thus, the key factors to be considered in choosing the server on
which to instantiate a VM for an application include:

- The utilization of the servers in the data center
- The network | oad conditions within a data center
- The network | oad conditions between data centers

- The network conditions between the end-user and data center
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Agai n, the choices nade in the application stratum need to consider
the situation in the network stratum

3.7.2. Application of the ABNO Architecture

This section shows how the ABNO architecture is applicable to the
cross-stratum data center issues described in Section 3.7.1.

Figure 29 shows a di agram of an exanpl e data center-based
application. A carrier network provides access for an end-user
through PE4. Three data centers (DCl, DC2, and DC3) are accessed
through different parts of the network via PEL, PE2, and PE3.

The Application Service Coordinator receives information fromthe
end-user about the desired services and converts this information to
service requests that it passes to the ABNO Controller. The
end-users may al ready know which data center they wish to use, or the
Application Service Coordinator may be able to nmake this

determ nation; otherw se, the task of selecting the data center nust
be performed by the ABNO Controller, and this may utilize a further
dat abase (see Section 2.3.1.8) to contain information about server

| oads and ot her data center paraneters.

The ABNO Control |l er exam nes the network resources using infornmation

gat hered fromthe other ABNO conponents and uses those conponents to
configure the network to support the end-user’s needs.
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Fi gure 29: The ABNO Architecture in the Context of
Cross-Stratum Optimzation for Data Centers

3.7.2.1. Deployed Applications, Services, and Products

The ABNO Controller will need to utilize a nunber of components to
realize the CSO functions described in Section 3.7.1.

The ALTO Server provides information about topological proximty and
appropriate geographical |ocation to servers with respect to the
underlying networks. This information can be used to optinize the
sel ection of peer location, which will help reduce the path of IP
traffic or can contain it within specific service providers’
networks. ALTO in conjunction with the ABNO Controller and the
Application Service Coordi nator can address general problens such as
the selection of application servers based on resource availability
and usage of the underlying networks.
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The ABNO Controller can also fornulate a view of current network | oad
fromthe TED and fromthe OAM Handl er (for example, by running

di agnostic tools that neasure |latency, jitter, and packet |o0ss).

Thi s view obviously influences not just how paths fromthe end-user
to the data center are provisioned but can al so guide the sel ection
of which data center should provide the service and possibly even the
poi nts of attachment to be used by the end-user and to reach the
chosen data center. A view of how the PCE can fit in with CSOis
provided in [ CSO PCE], on which the content of Figure 29 is based

As al ready di scussed, the conbination of the ABNO Controller and the
Application Service Coordinator will need to be able to select (and
possibly migrate) the location of the VMthat provides the service
for the end-user. Since a common technique used to direct the
end-user to the correct VM server is to enploy DNS redirection, an

i mportant capability of the ABNO Controller will be the ability to
programthe DNS servers accordingly.

Furthernore, as already noted in other sections of this docunent, the
ABNO Controller can coordinate the placenent of traffic within the
network to achi eve | oad bal ancing and to provide resilience to
failures. These features can be used in conjunction with the
functions discussed above, to ensure that the placement of new VMs,
the traffic that they generate, and the |oad caused by VM m gration
can be carried by the network and do not disrupt existing services.

3.8. ALTO Server

The ABNO architecture all ows use cases with joint network and
application-layer optimzation. 1In such a use case, an application
is presented with an abstract network topol ogy containing only
information relevant to the application. The application conputes
its application-layer routing according to its application objective.
The application may interact with the ABNO Controller to set up
explicit LSPs to support its application-Ilayer routing.

The following steps are perforned to illustrate such a use case
1. Application Request of Application-Layer Topol ogy

Consi der the network shown in Figure 30. The network consists of
five nodes and six I|inks.

The application, which has end points hosted at NO, N1, and N2,
requests network topology so that it can conmpute its application-
| ayer routing, for exanple, to nmaximze the throughput of content
replication anong end points at the three sites.
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Fi gure 30: Raw Network Topol ogy

The request arrives at the ABNO Controller, which forwards the
request to the ALTO Server component. The ALTO Server consults
the Policy Agent, the TED, and the PCE to return an abstract,
application-layer topol ogy.

For exanple, the policy may specify that the bandw dth exposed to
an application may not exceed 40 Mops. The network has
preconputed that the route fromNO to N2 shoul d use the path

NO- >N3- >N2, according to goals such as GCO (see Section 3.4). The
ALTO Server can then produce a reduced topol ogy for the
application, such as the topol ogy shown in Figure 31
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Figure 31: Reduced Graph for a Particular Application

The ALTO Server uses the topol ogy and existing routing to compute
an abstract network map consisting of three PIDs. The pair-w se
bandwi dth as well as shared bottl enecks will be conputed fromthe
i nternal network topology and reflected in cost maps.

2. Application Conputes Application Overlay

Using the abstract topol ogy, the application conputes an
application-layer routing. For concreteness, the application may
conpute a spanning tree to maximze the total bandwidth fromNO to
N2. Figure 32 shows an exanple of application-Ilayer routing,
using a route of NO->N1->N2 for 35 Mips and NO->N2 for 30 Mops,
for a total of 65 Mops.
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Figure 32: Application-Layer Spanning Tree
Application Path Set Up by the ABNO Controller
The application may submt its application routes to the ABNO
Controller to set up explicit LSPs to support its operation. The
ABNO Controller consults the ALTO naps to nap the application-
| ayer routing back to internal network topology and then instructs
the Provisioning Manager to set up the paths. The ABNO Controller
may re-trigger GCOto reoptimze network traffic engineering.
O her Potential Use Cases

is section serves as a pl acehol der for other potential use cases
at might get docunented in future docunents.

Traffic Groom ng and Regroom ng

is use case could cover the follow ng scenarios:

Nest ed LSPs

Packet Cl assification (IP flows into LSPs at edge routers)
Bucket Stuffing

IP Flows into ECMP Hash Bucket
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3.9.2. Bandwi dth Scheduling

Bandwi dt h schedul i ng consists of configuring LSPs based on a given
time schedule. This can be used to support nmaintenance or
operational schedules or to adjust network capacity based on traffic
pattern detection

The ABNO framework provides the conponents to enabl e bandwi dth
schedul i ng sol utions.

4. Survivability and Redundancy within the ABNO Architecture

The ABNO architecture described in this docunent is presented in
terms of functional units. Each unit could be inplenmented separately
or bundled with other units into single prograns or products.

Furt hernmore, each inplenented unit or bundle could be depl oyed on a
separate device (for exanple, a network server) or on a separate
virtual machine (for exanple, in a data center), or groups of
prograns coul d be depl oyed on the sane processor. Fromthe point of
view of the architectural nodel, these inplenentation and depl oynent
choices are entirely uninportant.

Simlarly, the realization of a functional conmponent of the ABNO
architecture could be supported by nore than one instance of an

i mpl enentation, or by different instances of different

i mpl ement ations that provide the same or similar function. For
exanpl e, the PCE component m ght have nultiple instantiations for
sharing the processing | oad of a | arge nunber of conputation
requests, and different instances mi ght have different algorithmc
capabilities so that one instance m ght serve parallel conputation
requests for disjoint paths, while another instance night have the
capability to conpute optimal point-to-multipoint paths.

This ability to have multiple instances of ABNO conponents al so
enables resiliency within the nodel, since in the event of the
failure of one instance of one conponent (because of software
failure, hardware failure, or connectivity problens) other instances
can take over. |n sonme circunstances, synchronization between

i nstances of conponents may be needed in order to facilitate seanl ess
resiliency.

How t hese features are achieved in an ABNO i npl enentati on or
depl oyment is outside the scope of this docunent.
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5.

Security Considerations

The ABNO architecture describes a network system and security nust
play an inportant part.

The first consideration is that the external protocols (those shown
as entering or leaving the big box in Figure 1) nust be appropriately
secured. This security will include authentication and authorization
to control access to the different functions that the ABNO system can
perform to enable different policies based on identity, and to
manage the control of the network devices.

Secondly, the internal protocols that are used between ABNO
conponents rust al so have appropriate security, particularly when the
conponents are inplenented on separate network nodes.

Consi dering that the ABNO system contains a | ot of data about the
network, the services carried by the network, and the services
delivered to custonmers, access to information held in the system nust

be carefully managed. Since such access will be largely through the
external protocols, the policy-based controls enabl ed by
aut hentication will be powerful. But it should also be noted that

any data sent fromthe databases in the ABNO system can revea
details of the network and should, therefore, be considered as a
candi date for encryption. Furthernore, since ABNO conponents can
access the information stored in the database, care is required to
ensure that all such conponents are genui ne and to consi der
encrypting data that flows between conponents when they are

i mpl enented at renote nodes.

The conclusion is that all protocols used to realize the ABNO
architecture should have rich security features.

Manageabi l ity Consi derations

The whol e of the ABNO architecture is essentially about nanaging the
network. In this respect, there is very little extra to say. ABNO
provi des a mechanismto gather and collate information about the
network, reporting it to managenent applications, storing it for
future inspection, and triggering actions according to configured
pol i ci es.
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The ABNO systemwill, itself, need nonitoring and nmanagenent. This
can be seen as falling into several categories:

- Managenment of external protocols

- Managenent of internal protocols

- Managenent and nonitoring of ABNO conponents

- Configuration of policy to be applied across the ABNO system
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Appendi x A, Undefined Interfaces

Thi s appendi x provides a brief list of interfaces that are not yet
defined at the tine of this witing. Interfaces where there is a
choi ce of existing protocols are not |isted.

o

An interface for adding additional information to the Traffic
Engi neering Database is described in Section 2.3.2.3. No protoco
is currently identified for this interface, but candidates

i ncl ude:

- The protocol devel oped or adopted to satisfy the requirenents of
| 2RS [ 1 2RS- Ar ch]

- NETCONF [ RFC6241]

The protocol to be used by the Interface to the Routing Systemis
described in Section 2.3.2.8. The |2RS working group has

determ ned that this protocol will be based on a conbination of
NETCONF [ RFC6241] and RESTCONF [ RESTCONF] with further additions
and nodificati ons as deermed necessary to deliver the desired
function. The details of the protocol are still to be determ ned.

As described in Section 2.3.2.10, the Virtual Network Topol ogy
Manager needs an interface that can be used by a PCE or the ABNO
Controller to informit that a client |ayer needs nore virtua
topology. It is possible that the protocol identified for use
with I2RS will satisfy this requirement, or this could be achieved
usi ng extensions to the PCEP Notify nessage (PCNtf).

The north-bound interface fromthe ABNO Controller is used by the
NMS, 0SS, and Application Service Coordinator to request services
in the network in support of applications as described in

Section 2.3.2.11.

- It is possible that the protocol selected or designed to satisfy
| 2RS wi || address the requirenent.

- A potential approach for this type of interface is described in
[ RFC7297] for a sinple use case.

As noted in Section 2.3.2.14, there may be | ayer-independent data
nodel s for offering comobn interfaces to control, configure, and
report QOAM
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0o As noted in Section 3.6, the ABNO nodel could be applied to
placing multi-segment pseudowires in a network topol ogy made up of
S-PEs and MPLS tunnels. The current definition of PCEP [ RFC5440]
and associ ated extensions that are works in progress do not
include all of the details to request such paths, so sone work
m ght be necessary, although the general concepts will be easily
reusabl e. Indeed, such work nay be necessary for the wider
applicability of PCEs in nmany networking scenari os.
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