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M cro-1 oop Prevention by Introducing a Local Convergence Del ay
Abst r act

Thi s docunent describes a mechanismfor |ink-state routing protocols
that prevents |local transient forwarding |loops in case of |ink
failure. This mechani sm proposes a two-step convergence by

i ntroduci ng a del ay between the convergence of the node adjacent to
the topol ogy change and t he network-w de conver gence.

Because this nechani sm del ays the |1 GP convergence, it may only be
used for planned mai ntenance or when Fast Reroute (FRR) protects the
traffic during the tine between the link failure and the | GP

conver gence.

The nmechanismis limted to the |link-down event in order to keep the
mechani sm si npl e

Si nul ati ons using real network topol ogi es have been perforned and
show that | ocal |oops are a significant portion (>50% of the tota
forwardi ng | oops.

Status of This Menp
This is an Internet Standards Track docunent.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Further infornmation on
Internet Standards is available in Section 2 of RFC 7841.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
https://ww. rfc-editor.org/info/rfc8333
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1

2.

2.

| ntroducti on

M cro-1 oops and sone potential solutions are described in [ RFC5715].
Thi s docunent describes a sinple targeted mechani smthat prevents

m cro-1oops that are local to the failure. Based on network

anal ysis, local mcro-loops nake up a significant portion of the
mcro-loops. A sinple and easily depl oyable solution for these |oca
mcro-loops is critical because these |ocal |oops cause sone traffic
| oss after an FRR alternate has been used (see Section 3.1).

Consi der the case in Figure 1 where S does not have an LFA (Loop-Free
Alternate) to protect its traffic to Dwhen the S D link fails. That
neans that all non-D neighbors of S on the topology will send to S
any traffic destined to D, if a neighbor did not, then that nei ghbor
woul d be | oop-free. Regardless of the advanced FRR techni que used,
when S converges to the new topology, it will send its traffic to a
nei ghbor that is not |oop-free and will thus cause a |ocal mcro-

| oop. The depl oynment of advanced FRR techni ques notivates this
sinple router-local mechanismto solve this targeted problem This
solution can work with the various techni ques described in [ RFC5715].

D------ C
| |
| | 5
| |
S ------ B
Figure 1
In Figure 1, all links have a nmetric of 1 except the B-C link, which

has a netric of 5. Wien the S D link fails, a transient forwarding
| oop nay appear between S and B if S updates its forwarding entry to
D before B does.
Ter m nol ogy
Acr onyns
FI B: Forwarding Information Base
FRR: Fast Reroute
| GP: Interior Gateway Protoco

LFA: Loop-Free Alternate

LSA: Link State Adverti senent
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LSP: Link State Packet
VRT: Maxi mal |y Redundant Tree
oFI B: Ordered FIB
PLR: Point of Local Repair
PLSN: Pat h Locki ng via Safe Neighbors
RI B: Routing Information Base
RLFA: Renpte Loop-Free Alternate
SPF: Shortest Path First
TTL: Time to Live
2.2. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in
BCP 14 [ RFC2119] [ RFCB8174] when, and only when, they appear in al
capitals, as shown here.

3. Side Effects of Transient Forwardi ng Loops

Even if they are very limted in duration, transient forwarding |oops
may cause significant network damage.

3.1. FRR Inefficiency

In Figure 2, we consider an | P/LDP routed network.

D
1]
| 1
A------ B
| | n
10 | | 5 | T
| | |
E-------- C
| 1
1]
S
Figure 2
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An RSVP-TE tunnel T, provisioned on C and ternminating on B, is used
to protect the traffic against GB link failure (the I GP shortcut
feature, defined in [RFC3906], is activated on C). The primary path
of Tis CG>B and FRRis activated on T, providing an FRR bypass or
detour using path CG>E->A->B. On router C, the next hop to Dis the
tunnel T, thanks to the IGP shortcut. Wen the CGB link fails:

1. C detects the failure and updates the tunnel path using a
preprogramed FRR path. The traffic path fromS to D becones
S->E- >C >E- >A- >B- >A- >D.

2. In parallel, on router C, both the I GP convergence and the TE
tunnel convergence (tunnel path reconmputation) are occurring:

* The tunnel T path is reconmputed and now uses C->E->A->B.
* The 1G path to Dis recomputed and now uses C >E->A->D.

3. OnC the tail-end of the TE tunnel (router B) is no | onger on
the shortest-path tree (SPT) to D, so C does not continue to
encapsul ate the traffic to D using the tunnel T and updates its
forwarding entry to D using the next-hop E.

If Cupdates its forwarding entry to D before router E, there would
be a transient forwarding | oop between C and E until E has converged.

Tabl e 1 describes a theoretical sequence of events happeni ng when the
B-Clink fails. This theoretical sequence of events should only be
read as an exanpl e.

Fom ek Fomm e e e o e e a o +
| Network | Tinme | Router C Events | Router E Events |
| Condition | | | |
Fomm e oo - Fomm e m oo - o m e e e e aa o - Tt +
| s> | | | |
| Traffic OK | | | |
| | | | |
| S->D | to | Link B-C fails | Link B-C fails |
| Traffic | | | |
| | ost | | | |
| | | | |
| | t0+20 | C detects the | |
| | ns | failure | |
| | | | |

Li t kowski, et al. St andards Track [ Page 6]



RFC 8333 M cro-1oop Prevention by Local Del ay March 2018

| S->D | t0+40 | C activates FRR | |
| Traffic OK | s | | |
| | | | |
| | t0+50 | C updates its |ocal | |
| | ns | LSP/ LSA | |
| | | | |
| | t0+60 | C floods its |ocal | |
| | ns | updated LSP/LSA | |
| | | | |
| | t0+62 | C schedul es SPF | |
I I ns I (100 nms) I I
| | t0+87 | | E receives LSP/LSA |
| | ns | | fromC and floods it |
| | | | |
| | t0+92 | | E schedul es SPF (100 |
| T | ™ |
| | t0+163 | C conput es SPF | |
| | m | | |
| | | ] |
| | t0+165 | C starts updating | |
| | ns | its RIB/FIB | |
| | | | |
| | t0+193 | | E comput es SPF |
| | m | | |
| | | | ]
| | t0+199 | | E starts updating its |
| | ns | | Rl B/ FI B |
| | | | |
| S->D | t0+255 | C updates its | |
| Traffic | s | RIB/FIB for D | |
| | ost | | | |
| | | | |
| | t0+340 | C convergence ends | |
| " | |
| S->D | t0+443 | | E updates its RIB/FIB |
| Traffic OK | ns | | for D |
| | | | |
| | t0+470 | | E convergence ends |
| | ms | | |
oo Fome oo oo oo +
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The issue described here is conpletely independent of the FRR
mechani sminvolved (e.g., TE FRR, LFA/RLFA, MRT, etc.) when the
primary path uses hop-by-hop routing. The protection enabled by FRR
wor ks perfectly but only ensures protection until the PLR has
converged (as soon as the PLR has converged, it replaces its FRR path
with a new primary path). Wen inplenenting FRR a service provider
wants to guarantee a very limted | oss of connectivity tinme. The
exanpl e described in this section shows that the benefit of FRR may
be completely lost due to a transient forwardi ng | oop appearing when
PLR has converged. Delaying FIB updates after the | GP convergence
(1) may allow the FRR path to be kept until the nei ghbors have
converged and (2) preserves the custoner traffic.

3.2. Network Congestion

In Figure 3, when the S D link fails, a transient forwarding | oop may
appear between S and B for destination D. The traffic on the S-B
link will constantly increase due to the looping traffic to D
Dependi ng on the TTL of the packets, the traffic rate destined to D
and the bandwi dth of the link, the S-B link nay becone congested in a
few hundreds of mlliseconds and will stay congested until the |oop
is elimnated.

1
D------ C
| |
1| | 5
| |
A--S------ B
/] 1
F E
Fi gure 3

The congestion introduced by transient forwarding loops is
problematic as it can affect traffic that is not directly affected by
the failing network conmponent. In Figure 3, the congestion of the
S-Blink will inpact sone custoner traffic that is not directly
affected by the failure, e.g., traffic fromAto B, Fto B, and Eto
B. Cdass of service may mitigate the congestion for some traffic.
However, some traffic not directly affected by the failure will stil
be dropped as a router is not able to distinguish the |ooping traffic
fromthe nornmally forwarded traffic.
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4.

5.

5.

Overvi ew of the Sol ution

Thi s docunent defines a two-step convergence initiated by the router
detecting a failure and advertising the topol ogi cal change in the

| GP. This introduces a del ay between network-w de convergence and
the convergence of the local router.

The solution described in this docunent is limted to |ocal |ink-down
events in order to keep the solution sinple.

This ordered convergence is simlar to the ordered FIB (oFI B)
approach defined in [ RFC6976], but it is limted to only a "one-hop"
di stance. As a consequence, it is nore sinple and becones a | ocal -
only feature that does not require interoperability. This benefit
cones with the imtation of elimnating transient forwarding | oops
i nvol ving the local router only. The mechani sm al so reuses sone
concepts described in [PLSN].

Speci fication
1. Definitions

Thi s docunent refers to the following existing IGP tiners. These
timers may be standardi zed or inplenmented as a vendor-specific |oca
feature.

0 LSP_GEN TIMER The del ay between the consecutive generation of two
| ocal LSPs/LSAs. From an operational point of view, this delay is
usual ly tuned to batch nultiple | ocal events in a single |oca
LSP/ LSA update. In ISIS, this timer is defined as
m ni munLSPGener ationlnterval [|1S0OL0589]. |In OSPF version 2, this
timer is defined as MnLSInterval [RFC2328]. It is often
associ ated with a vendor-specific danping mechanismto sl ow down
reactions by increnenting the timer when nultiple consecutive
events are detected.

o SPF_DELAY: The delay between the first 1GP event triggering a new
routing table computation and the start of that routing table
conputation. It is often associated with a danping nmechanismto
sl ow down reactions by incrementing the tinmer when the | GP becones
unstabl e. As an exanple, [BACKOFF] defines a standard SPF del ay
al gorithm

Li t kowski, et al. St andards Track [ Page 9]



RFC 8333 M cro-1oop Prevention by Local Del ay March 2018

5.

5.

Thi s docunent introduces the followi ng new tiner:

0 ULOOP_DELAY_DOMN TI MER Used to sl ow down the |ocal node
convergence in case of |ink-down events.

2. Regular IGP Reaction

When the status of an adjacency or |ink changes, the regular I1GP
conver gence behavior of the router advertising the event involves the
foll owi ng mai n steps:

1. IGis notified of the up/down event.

2. The I GP processes the notification and postpones the reaction for
LSP_GEN Tl MER 8.

3. Upon LSP_GEN TIMER expiration, the 1 G updates its LSP/LSA and
floods it.

4. The SPF conputation is schedul ed in SPF_DELAY nms.

5. Upon SPF_DELAY timer expiration, the SPF is computed, and then
the RIB and FIB are updat ed.

3. Local Events

The mechani sm described in this document assunes that there has been
a single link failure as seen by the I1GP area/level. |If this
assunption is violated (e.g., nmultiple links or nodes failed), then
regul ar 1P convergence nust be applied (as described in Section 5.2).

To determine if the mechanismis applicable or not, an inplenentation
SHOULD i npl enent logic to correlate the protocol nessages (LSP/LSA)
recei ved during the SPF scheduling period in order to determ ne the
topol ogy changes that occurred. This is necessary as multiple

prot ocol nessages nay describe the same topol ogy change, and a single
protocol mnessage may describe multiple topol ogy changes. As a
consequence, determ ning a particul ar topol ogy change MJST be

i ndependent of the order of reception of those protocol nessages.

How the logic works is left to the inplementation.

Using this logic, if an inplenentation determ nes that the associated
topol ogy change is a single local link failure, then the router MAY
use the nechani sm described in this docunent; otherw se, the regular

| P convergence MJST be used.
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In Figure 4, let router B be the conputing router when the link B-C
fails. B updates its |local LSP/LSA describing the link B-C as down,
C does the same, and both start flooding their updated LSPs/LSAs.
During the SPF_DELAY period, B and Clearn all the LSPs/LSAs to
consider. B sees that Cis flooding an advertisenent that indicates
that alink is down, and Bis the other end of that link. B

determ nes that B and C are describing the same single event. Since
B receives no other changes, B can deternmine that this is a |l oca
link failure and may decide to activate the nechani sm described in
this document.

Figure 4
5.4. Local Delay for Link-Down Events

Thi s docunent introduces a change in step 5 (see list in Section 5.2)
so that, upon an adjacency or |ink-down event, the |ocal convergence
i s del ayed conpared to the network-w de convergence. The new step 5
i s described bel ow.

5. Upon SPF_DELAY tinmer expiration, the SPF is conputed. |If the
condition of a single |local |ink-down event has been met, then an
update of the RIB and the FIB MJUST be del ayed for
ULOOP_DELAY DOM_TI MER ms. Otherwi se, the RIB and FI B SHOULD be
updat ed i rmmedi ately.

If a new convergence occurs while ULOOP_DELAY DOMN TIMER i's running,
ULOOP_DELAY_DOMWN _TI MER i s stopped, and the RI B/ FI B SHOULD be updated
as part of the new convergence event.

As a result of this addition, routers local to the failure wll
converge slower than renote routers. Hence, it SHOULD only be done
for a non-urgent convergence, such as adm nistrative deactivation
(mai ntenance) or when the traffic is protected by FRR

6. Applicability
As previously stated, this mechanismonly avoids the forwarding | oops

on the |inks between the node local to the failure and its nei ghbors.
Forwardi ng | oops may still occur on other I|inks.
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6.1. Applicable Case: Local Loops

In Figure 5, let us consider the traffic fromGto F. The primary
path is G>D>C>E->F. Wen the link GE fails, if C updates its
forwarding entry for F before D, a transient |oop occurs. This is
sub-optimal as it breaks Cs FRR forwardi ng even though upstream

routers are still forwarding the traffic to C
A------ B----- E
| I
| I
G--D----------- C F

Al the links have a netric of 1
Figure 5

By i nmpl enmenting the nmechanismdefined in this document on C, when the
CElink fails, C delays the update of its forwarding entry to F, in
order to allow sone tine for Dto converge. FRR on C keeps
protecting the traffic during this period. Wen
ULOOP_DELAY DOMN TI MER expires on C, its forwarding entry to F is
updated. There is no transient forwarding loop on the link C D

6.2. Non-applicable Case: Renpte Loops

In Figure 6, let us consider the traffic fromGto K. The primary
path is G>D>C>F->J->K.  Wen the GF link fails, if C updates its
forwarding entry to K before D, a transient |oop occurs between C and
D.

Al the links have a netric of 1 except B-E=15
Fi gure 6

By i nmplenenting the mechanismdefined in this docunment on C, when the
link CGF fails, C delays the update of its forwarding entry to K
allowing time for Dto converge. Wen ULOOP_DELAY DOM TI MER expires
on C, its forwarding entry to F is updated. There is no transient
forwardi ng | oop between C and D. However, a transient forwarding

| oop may still occur between D and A. In this scenario, this

mechani smis not enough to address all the possible forwarding | oops.
However, it does not create additional traffic |oss. Besides, in
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sone cases -- such as when the nodes update their FIB in the order C,
A, D because the router Ais quicker than D to converge -- the
mechani smnmay still avoid the forwarding | oop that woul d have

ot herw se occurr ed.
7. Simulations

Si mul ati ons have been run on nultiple service-provider topol ogies.
W eval uated the efficiency of the mechani smon eight different
servi ce-provi der topol ogies (different network size and design).
Tabl e 2 displays the gain for each topol ogy.

R Fomm o +
| Topology | Gain

S S R +
| T1 | 71% |
| T2 | 81% |
| T3 | 62% |
| T4 | 50% |
| T5 | 70% |
| T6 | 70% |
| T7 | 59% |
| T8 | 77% |
Fomm e m e S R, +

Table 2

We eval uated the gain as foll ows:

0o W considered a tuple (link A-B, destination D, PLR S, backup
next-hop N) as a loop if, upon link A-B failure, the flow froma
router S upstreamfromA (A could be considered as PLR also) to D
may | oop due to convergence tinme difference between S and one of
its neighbors N

o W eval uated the nunber of potential |oop tuples in norm
condi tions.

o W evaluated the nunber of potential |oop tuples using the sane
topol ogi cal input but taking into account that S converges after
N.

o The gain is the relative nunber of |oops (both renpte and | ocal)
we succeed in suppressing.
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For topology 1, inplenenting the local delay prevented 71% of the
transient forwarding | oops created by the failure of any link. The
anal ysis shows that all local |oops are prevented and only renote

| oops remain.

8. Depl oynent Considerations
Transi ent forwarding | oops have the foll ow ng drawbacks:

o They limt FRR efficiency. Even if FRRis activated within 50 ms,
as soon as the PLR has converged, the traffic may be affected by a
transi ent | oop.

o They may inpact traffic not directly affected by the failure (due
to link congestion).

The | ocal delay mechanismis a transient forwarding |oop avoi dance
mechani sm (like oFIB). Even if it only addresses |ocal transient

| oops, the efficiency versus conplexity conparison of the nmechani sm
makes it a good solution. It is also incrementally deployable with
i ncrenental benefits, which nakes it an attractive option for both
vendors to inplenent and service providers to deploy. Delaying the
convergence time is not an issue if we consider that the traffic is
protected during the convergence.

The ULOOP_DELAY_DOWN TI MER val ue shoul d be set according to the
maxi mum | GP convergence tinme observed in the network (usually
observed in the sl owest node).

This mechanismis limted to |link-down events. Wen a |link goes
down, it eventually goes back up. As a consequence, with this
mechani sm depl oyed, only the |ink-down event will be protected

agai nst transient forwarding |oops while the link-up event will not.
If the operator wants to limt the inmpact of transient forwarding

| oops during the link-up event, it should nmake sure to use specific
procedures to bring the Iink back online. As exanples, the operator
can decide to put the |link back online outside of business hours, or
it can use sone increnental netric changes to prevent |oops (as
proposed in [ RFC5715]).
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9. Exanples

We consider the following figure for the exanples in this section

D
1] F----X
| 1
A------ B
| |
10 | | 5
| |
E-------- C
| 1
1]
S
Figure 7

The network above is considered to have a convergence tinme of about 1
second, so ULOOP_DELAY DOMN TIMER will be adjusted to this value. W
al so consider that FRR is running on each node.

9.1. Local Link-Down Event

Tabl e 3 describes the events and their timng on routers C and E when
the link B-C goes down. It is based on a theoretical sequence of
events that should only been read as an exanple. As C detects a
single | ocal event corresponding to a |ink-down event (its LSP + LSP
fromB received), it applies the |local delay down behavior, and no

m cro-1loop is forned.
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Fom ek . e o e e e e +
| Network | Time | Router C Events | Router E Events |
| Condition | | | |
Fomm e oo - S o m e e e e aa o - o m e e e a e oo +
| s> | | | |
| Traffic OK | | | |
| | | | |
| S->D | t0 | Link B-C fails | Link B-C fails |
| Traffic | | | |
| | ost | | | |
| | | | |
| | tO0+20 | C detects the | |
| | ns | failure | |
| | | | |
| S->D | t0+40 | C activates FRR | |
| Traffic OK | ns | | |
| | | | |
| | tO+50 | C updates its local | |
| | ns | LSP/ LSA | |
| | | | |
| | t0+53 | C floods its local | |
| | ns | updat ed LSP/LSA | |
| | | | |
| | tO+60 | C schedul es SPF | |
I I ns I (100 ns) I I
| | t0+67 | C receives LSP/LSA | |
| | ns | fromB and floods | |
| | | it | |
| | | | | |
| | tO0+87 | | E receives LSP/LSA |
| | ns | | fromC and floods it |
| | | | |
| | t0+90 | | E schedul es SPF (100 |
| " | ™ |
| | to+161 | C conput es SPF | |
| | m | | |
| | | _ | |
| | t0+165 | C delays its | |
| | ns | RIB/FIB update (1 | |
: I :
| | t0+193 | | E comput es SPF |
| | m | | |
| | | | _ |
| | t0+199 | | E starts updating |
| | ns | | its RIB/FIB |

Li t kowski, et al. St andards Track [ Page 16]



RFC 8333 M cro-1oop Prevention by Local Del ay March 2018

| | | | |
| | t0+443 | | E updates its |
| | ns | | RIB/FIB for D |
| | | | |
| | t0+470 | | E convergence ends |
| | ms | | |
| | | o |
| | t0+1165 | C starts updating | |
| | ns | its RIB/FIB | |
| | | | |
| | t0+1255 | C updates its | |
| | ns | RIB/FIB for D | |
| | | | |
| | t0+1340 | C convergence ends | |
| | m | | |
Fomm e oo - S o m e e e e aa o - o m e e e a e oo +

Table 3

Similarly, upon B-C link-down event, if LSP/LSA fromB is received
before C detects the link failure, Cwll apply the route update
delay if the | ocal detection is part of the sane SPF run. Table 4
descri bes the associ ated theoretical sequence of events. It should
only been read as an exanpl e.

Fom o Fomm e o e e e e e oo o a o +
| Network | Time | Router C Events | Router E Events |
| Condition | | | |
S SR T o e e e e e e +
| S>> | | | |
| Traffic OK | | | |
| | | | |
| S->D | to | Link B-C fails | Link B-C fails |
| Traffic | | | |
SR | | |
| | t0+32 | C receives LSP/LSA | |
| | ns | fromB and floods | |
| | | it | |
| | | | |
| | t0+33 | C schedul es SPF | |
I I ns I (100 ns) I I
| | tO+50 | C detects the | |
| | ns | failure | |
| | | | |
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| S->D | tO0+55 | C activates FRR | |
| Traffic OK | s | | |
| | | | |
| | tO0+55 | C updates its local | |
| | ns | LSP/ LSA | |
| | | | |
| | t0o+70 | Cfloods its local | |
| | s | updat ed LSP/LSA | |
| | | | |
| | t0+87 | | E receives LSP/LSA |
| | ns | | fromC and floods it |
| | | | |
| | tO0+90 | | E schedul es SPF (100 |
| " | ™ |
| | t0+135 | C conput es SPF | |
| | m | | |
| | | | | |
| | t0+140 | C delays its | |
| | ns | RIB/FIB update (1 | |
| | | e | |
| | t0+193 | | E computes SPF |
| | ms | | |
| | | | , |
| | t0+199 | | E starts updating |
| | ns | | its RIB/FIB |
| | | | |
| | t0+443 | | E updates its |
| | ns | | RIB/FIB for D |
| | | | |
| | t0+470 | | E convergence ends |
| | m | | |
| | | o |
| | t0+1145 | C starts updating | |
| | ns | its RIB/FIB | |
| | | | |
| | t0+1255 | C updates its | |
| | ns | RIB/FIB for D | |
| | | | |
| | t0+1340 | C convergence ends | |
| | ms | | |
Fom ek . e o e e e e +
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9.

e - o ea oo
| Network | Time | Router C Events
| Condition | |
SR Fomm oo o e e e oo
| s> | |
| Traffic | |
R
| S->D | t0 | Link B-C fails
| Traffic | |
| | ost | |
| | |
| | t0+20 | C detects the
| | ns | failure
| | |
| | t0+36 | Link F-X fails
T
| S->D | t0+40 | C activates FRR
| Traffic | ns |
]
| | t0+50 | C updates its
| | ns | | ocal LSP/LSA
| | |
| | t0+54 | C recei ves
| | ns | LSP/ LSA from F
| | | and floods it
| | |
| | t0+60 | C schedul es SPF
| | ns | (100 )
| | |
| | t0+67 | C recei ves
| | ns | LSP/LSA from B
| | | and fl oods it
| | |
| | t0+69 |
| | m |
| | |
| | |

Li t kowski, et al. St andards Track

2.

Local and Renpte Event

M cro-1oop Prevention by Loca

Del ay March 2018

Tabl e 5 describes the events and their tinmng on router C and E when
the link B-C goes down and when the link F-X fails in the sane tine

window. Cwll not apply the |oca
t opol ogy change is al so received.

del ay because a non-I ocal
Table 5 is based on a theoretica

sequence of events that should only been read as an exanpl e.

Router E Events |

Link B-C fails

Link F-X fails

E receives LSP/LSA from
F, floods it and
schedul es SPF (100 ns)
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Li t kowski ,

S->D
Traffic
| ost

S->D
Traffic
K

et al.

M cro-1oop Prevention by Local Del ay March 2018

t 0+70
ns

t 0+87
ns

t0+117
ns

t 0+160
ns

t 0+165
ns

t0+170
ns

t0+173
ns

t 0+365
ns

t 0+443
ns

t 0+450
ns

t 0+470

Cfloods its
| ocal updated
LSP/ LSA

E receives LSP/LSA from
C

E fl oods LSP/LSA fromC

C conput es SPF

C starts updating
its RIB/FIB (NO
DELAY)

E conputes SPF
E starts updating its
RI B/ FI B
C updates its
RIB/FIB for D

E updates its RIB/FIB
for D

C convergence
ends

E convergence ends

Table 5
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9.3. Aborting Local Del ay

Tabl e 6 describes the events and their timng on routers C and E when
the link B-C goes down. |In addition, we consider what happens when
the F-X link fails during |local delay of the FIB update. C will
first apply the local delay, but when the new event happens, it wll
fall back to the standard convergence nmechani sm w t hout further

del aying route insertion. 1In this exanple, we consider a
ULOOP_DELAY_DOWN_TI MER configured to 2 seconds. Table 6 is based on
a theoretical sequence of events that should only been read as an

exanpl e.

Fom ek Fomm e e o e e e e o e e e e +
| Network | Tinme | Router C Events | Router E Events |
| Condition | | | |
Fomm e oo - Fomm e m oo - o m e e e a e oo o m e e e a e oo +
| s> | | | |
| Traffic OK | | | |
| | | | |
| S->D | to | Link B-C fails | Link B-C fails |
| Traffic | | | |
| | ost | | | |
| | | | |
| | t0+20 | C detects the | |
| | ns | failure | |
| | | | |
| S->D | t0+40 | C activates FRR | |
| Traffic OK | ns | | |
| | | | |
| | tO0O+50 | C updates its local | |
| | ns | LSP/ LSA | |
| | | | |
| | tO+55 | C floods its local | |
| | ns | updat ed LSP/LSA | |
| | | | |
| | t0+57 | C schedul es SPF (100 | |
S :
| | t0+67 | C receives LSP/LSA | |
| | ns | fromB and floods it | |
| | | | |
| | t0+87 | | E receives LSP/LSA |
| | ns | | fromC and floods it |
| | | | |
| | t0+90 | | E schedul es SPF (100 |
| | m | | ns) |
| | | | |
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| | t0+160 | C conput es SPF | |
A : :
| | t0+165 | C delays its RIB/FIB | |
| | ns | update (2 sec) | |
| | | | |
| | t0+193 | | E comput es SPF |
| | m | | |
| | | | _ |
| | t0+199 | | E starts updating |
| | ns | | its RIB/FIB |
| | | | |
| | t0+254 | Link F-X fails | Link F-X fails |
S : :
| | t0+300 | C receives LSP/LSA | |
| | ns | fromF and floods it | |
| | | | |
| | t0+303 | C schedul es SPF (200 | |
| N ™ | |
| | t0+312 | E receives LSP/LSA | |
| | ns | fromF and floods it | |
| | | | |
| | t0+313 | E schedul es SPF (200 | |
S e T :
| | t0+502 | C conput es SPF | |
| | m | | |
| | | | | |
| | t0+505 | C starts updating | |
| | m | its RIB/FIB (NO | |
| | | A | |
| | t0+514 | | E comput es SPF |
| | ms | | |
| | | | , |
| | t0+519 | | E starts updating |
| | ns | | its RIB/FIB |
| | | | |
| S->D | t0+659 | C updates its | |
| Traffic | ns | RIB/FIB for D | |
| | ost | | | |
| | | | |
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10.

10.

| S->D | t0+778 | | E updates its |
| Traffic OK | ns | | RIB/FIB for D

| | | | |
| | t0+781 | C convergence ends | |
| | m | |
| | | | |
| | t0+810 | | E convergence ends

| | m | |
S S oo oo +

Table 6
Conparison with O her Sol utions

As stated in Section 4, the local delay solution reuses sone concepts
al ready introduced by other |ETF proposals but tries to find a trade-
of f between efficiency and sinplicity. This section tries to conpare
behavi ors of the sol utions.

1. PLSN

PLSN [ PLSN] descri bes a mechani sm where each node in the network
tries to avoid transient forwarding | oops upon a topol ogy change by
al ways keeping traffic on a |oop-free path for a defined duration
(l ocked path to a safe neighbor). The |ocked path nay be the new
primary next hop, another neighbor, or the old primary next hop
dependi ng on how the safety condition is satisfied.

PLSN does not solve all transient forwarding | oops (see Section 4 of
[PLSN] for nore details).

The solution defined in this document reuses some concepts of PLSN
but in a nmore sinple fashion

o PLSN has three different behaviors: (1) keep using the old next
hop, (2) use the new primary next hop if it is safe, or (3) use
anot her safe next hop. The local delay solution, however, only
has one: keep using the current next hop (i.e., the old primary
next hop or an already-activated FRR path).

o PLSN may cause sone danmage while using a safe next hop that is not
the new prinmary next hop if the new safe next hop does not provide
enough bandwi dth (see [RFC7916]). The solution defined in this
docunent may not experience this issue as the service provider my
have control on the FRR path being used, preventing network
congesti on.
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10.

11.

12.

o PLSN applies to all nodes in a network (rempte or |ocal changes),
whil e the mechanismdefined in this docunment applies only to the
nodes connected to the topol ogy change.

2. oOFIB

oFI B [ RFC6976] describes a mechani sm where the convergence of the
networ k upon a topol ogy change is ordered in order to prevent

transi ent forwarding | oops. Each router in the network deduces the
failure type fromthe LSA/LSP received and conputes/applies a
specific FIB update tiner based on the failure type and its rank in
the network, considering the failure point as root.

The oFI B nechani sm sol ves all the transient forwarding loops in a
network at the price of introducing conplexity in the convergence
process that may require careful nonitoring by the service provider

The solution defined in this docunment reuses the oFlI B concept but
limts it to the first hop that experiences the topol ogy change. As
denonstrated, the nmechanismdefined in this docunment allows all the

[ ocal transient forwarding | oops to be solved; these represent a high
percentage of all the loops. Moreover, linting to one hop all ows
net wor k- wi de conver gence behavior to be kept.

| ANA Consi der ati ons
Thi s docunent has no | ANA acti ons.
Security Consi derations

Thi s docunent does not introduce any change in terns of |IGP security.
The operation is internal to the router. The |ocal delay does not

i ncrease the nunber of attack vectors as an attacker could only
trigger this nechanismif it already has the ability to disable or
enable an 1GP link. The |local delay does not increase the negative
consequences. |If an attacker has the ability to disable or enable an
IGP link, it can already harmthe network by creating instability and
harmthe traffic by creating forwarding packet |oss and forwarding
loss for the traffic crossing that |ink
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